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FACULTAD DE CIENCIAS

“Study of Charge Accumulation and Kinetic
Reactions on Copper Electrodes Surfaces by

Electrochemical and Optical Polarization Techniques”

TESIS

PARA OBTENER EL GRADO DE

DOCTOR EN CIENCIAS APLICADAS

PRESENTA:
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Abstract

Understanding surface and interface processes at the atomic level occurring in metals with a crystalline

structure are of scientific and technological relevances. Especially in electrochemical environments, metal

surfaces play a crucial role whose primary interest lies in the physical-chemical phenomena fundamentals.

Moreover, a precise knowledge of atomically controlled interfaces can be extended to cases stemming

from amorphous or polycrystalline composites as in the majority of industrial applications; such as in

renewable energies, pharmaceuticals, and petrochemical, to name a few. The study undertaken in this

thesis tackles fundamental issues on the electronic processes taking place in both copper (110) and (111)

surfaces in electrochemical environments based on hydrochloric acid (HCl) and the forming Helmholtz

double layer.

This study was carried out using two linear optical spectroscopies, namely reflectance anisotropy

(RAS-RDS) and ellipsometry (SE), both operating in-situ and real-time and in the spectroscopic mode

as well. Simultaneously, measurements based on cyclic voltammetry (CV), electrochemical impedance

spectroscopy (EIS) and chrono-amperometry (CA) were also performed. Clear correlations were found

among the aforementioned techniques.

The outline can be summarized as i) in-depth adsorbate Frumkin (Flori-Huggins) isotherm analysis by

RAS on Cu (110) in HCl, (ii) observation of HCl-induced surface states at different potentials and their

correlation with electrochemical scanning tunneling microscopy (EC-STM), and (iii) a study regarding

the evolution of Cl− adsorption process using CA and SE, for both (111) and (110) surfaces.

This thesis reports for the first time, at least for the authors knowledge, a systematic optical and

electrochemical study of Cu(110) and Cu(111) with several experimental tools, rendering RAS and SE

as complementary probes for analytical studies in electrochemical processes.
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1
Introduction

1.1 General Considerations and Goals

The transfer of electric charges between molecules, cations or anions in chemical solution is encountered

in many relevant industrial processes such as electrolysis, corrosion, energy storage and conversion. For

instance, important applications are found in novel electrodes used in fuel cells, dye cells, and electrolyte

cells. Moreover, with increasing demands for sustainable development, the hydrogen production through

splitting of water and other liquids complexes is an important way to relieve the global energy and

environmental crisis. Recently, non invasive optical techniques have been of primordial importance

in assessing the complex evolution in electro chemistry. Therefore, surface sensitive, non-invasive,

experimental techniques are required in order to shed light the role the metallic surfaces have on the

associated electrochemical reactions in a microscopic scale.

The main goal of this thesis relies on the optical response investigated by means of reflectance anisotropy

spectroscopy (RAS/RDS) and spectroscopic ellipsometry (SE). We focus on both RAS and SE because

these optical probes can be applied in ultra high vacuum (UHV) as well as in aqueous environments,

and are able to detect surface states and their modification [1], anisotropic bulk strain [2, 3, 4], interface

electric fields [5, 6], and is also possible to detect material variations with sub-monolayer sensitivity [7].

It shall be mentioned here that RAS provides a signature of the optical response of a static surface; i.e.,

without changing the surface conditions.

Specifically, in this thesis the existence of modified surface states (SSs) is thoroughly investigated in

aqueous environments; e.g., by the electrochemically-induced surface reactivity enhancement near the

surface-liquid (HCl) layer, and the corresponding modification of both, surface and electronic states, of

the host metal (Copper single crystals in our case).

Because electrode reactions take place at the liquid solid interface, the related charge transfer needs to

be understood first [8]. Despite the extremely high surface sensitivity of electron spectroscopy techniques

like scanning Auger electron spectroscopy (SAES), X-ray photoelectron spectroscopy (XPS) [9], or

electron diffraction (LEED, RHEED), these techniques cannot be used for in-situ electrochemical process

monitoring or control. Optical probes are usually non-destructive and can be used in any environment.

Historically, RAS was the first technique which could show the presence of dimers in a low pressure

metal-organic environment by comparing the resulting spectra to the ones obtained in UHV [10].

Similarly, we want to address questions regarding the existence and evolution of electronic surface states

in aqueous environments, and their possible suppression or enhancement by varying external parameters;

specifically the applied potential. For instance, Ref. [11] discusses the use of RAS for GaAs(001) wet

etching, Ref. [12] reports GaAs dimers at the interface between GaAs and sodium sulphide liquid

solutions and the two most recent reports [13, 14], are by the group of Weightman (Univ. Liverpool) on
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Au(110) surfaces and protein adsorbates thereon. Within this thesis RAS and SE are operated in the

photon energy range from 1 to 5.5 eV. In this energy range the penetration depth of light in water and

HCl is >1 m. In the following, the main characteristics of the Cu surfaces are addressed remarking their

role in our experiment, as their capability for charge transfer. Specifically, both Cu (110) and Cu(111)

are considered.

1.2 Low-index Copper single crystals (111) and (110)

Fig. 1.1 depicts the ideal Cu(110), Cu(110) and Cu(111) surfaces without any reconstruction. Copper is

a chemical element with atomic number 29, its electronic configuration is [Ar] 3d10 4s1, and crystallizes

in a face-centered cubic (fcc) structure with an atomic spacing (Cu-Cu distance) of 2.56 Å. Fig. 1.1

represents the unit cell for the fcc structure and 3 different low index surfaces, i.e. (100), (111), and

(110). The (111) and (110) were investigated in the present work. As appreciated from the Fig. 1.1,

there are several differences among these surfaces.

(100) (111) (110)

-[010]
-[011]

[001]

[011]

-
-

-

--

[110]
-
[112][101]

[211]

[110]

-[112] -[001]
[112]

[110]-

a

b

(001)

(100)

(010)

Figure 1.1: (a) fcc unit cell and the orientations of (100), (111), and (110) surfaces, (b) and their
corresponding close-packed model together with the main crystallographic axis of the same surfaces.

For instance, the number of nearest neighbors for a surface atom on a terrace of (100), (111) and (110)

are 8, 9 and 7, respectively There is another difference for (110) surface, which is the coordination number

11 for the atoms in the second layer. Hence, it can be considered the atoms in the 2nd layer regarded as

surface atoms. Because the coordination number for a bulk fcc structure is 12, the broken bonds for the

surface atoms are 4, 3, 5, respectively. In Table 1.1 a list of some of the general properties of the above

mentioned fcc surfaces for copper is shown. It can be easily seen that both the number of broken bonds

and density of atoms in the surface unit cell are closely related to the surface free energy. Thus, the

more open (dense) the surface is, the greater (smaller) the surface energy per unit area. The reactivity of

the surface can be related to the surface free energy because it is a measure of excess free energy on the

surface. The last row shows that the Cu(110) surface is the more open structure compared to the other

two. As it is discussed in the next sections, the morphology of the Cu(110) in 10 mM HCl apparently

differ from Cu(100) and Cu(111).
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CHAPTER 1. INTRODUCTION

Table 1.1: Low Index Copper Surfaces[15]

.
Property Cu (100) Cu (111) Cu (110)
Symmetry 4-fold 6-fold 2-fold

Coordination Number 8 9 7
Broken Bonds 4 3 5

Density (atoms/ Å
2
) 1/a2 = 0.153 2/

√
3a2 = 0.176 1/

√
2a2 = 0.108

Number of Possible Adsorption Sites 3 3 4
Work Function (eV) 4.59 4.94 4.48

Surface Free Energy (J/m2) 2.09 1.96 2.31

Fig. 1.2 shows the 3D-reciprocal space (Brilloun zone) of the bulk cooper, showing the different symmetry

points for where optical transitions are expected [16].

𝑳

𝑿

𝑹

𝑲

𝑼

𝑾

∆𝚪

𝚺

𝚲

Figure 1.2: First Brillouin Zone of bulk copper.

Fig. 1.3 shows the real and reciprocal spaces of the Cu(110) surface. X and Y, are the main axes

accounting for optical structure of Cu(110) surface and that is highly reactive as shown in several

publications [17].
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Figure 1.3: Real and Reciprocal Space of Cu (110) surface.

A band structure diagram is a 2D plot representing the allowed electronic energy levels of a solid material

and is used to better understand its electrical and optical properties. Fig.1.4 shows the energy bands of

the bare Cu(110) surface between the Γ and Y points for 23 and 24 layers.

Figure 1.4: Energy bands of the bare Cu(110) surface between the Γ and Y point for 23 and 24 layers.
The energies are given with respect to the Fermi energy. Surface bands are indicated by filled circles at
the Y point [18].

In summary, the following situations are addressed in this thesis:
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CHAPTER 1. INTRODUCTION

1. To present a systematic study comprising in-situ RAS-transient to assess the surface

thermodynamics of the chloride adsorption on Cu(110) upon systematic variations of the applied

electrode potentials in comparison to cyclic voltammetry (CV). Numerical time-derivatives of the

measured RAS-transients are shown to be exclusively associated with electrical currents of those

electrochemical reactions, which change the properties of the electrode surface. The recorded

transient line-shapes track the Frumkin type isotherm properties related to chloride coverage. Both

connections are theoretically discussed. Owing to the surface and interface specificity, RAS is shown

to exhibit a high surface sensitivity. In particular, processes taking place in parallel, namely, the

hydrogen evolution reaction (HER) as well as the copper dissolution as Cu+ and Cu2+, do not

contribute to the RAS response.

2. To tailor the surface states (SSs) by carefully changing the interface formed by the metal and the

electrolyte, mediated by ionic species created at the forming complex interface. On a systematic

study, by means of electrochemical impedance spectroscopy (EIS) jointly with in-situ RAS, to assess

the evolution of SSs occurring at the solid-liquid-interface comprised between Cu(110) and HCl. By

comparing the modeled RAS response with in-situ electrochemical scanning tunneling microscopy

(EC-STM) measurements,to identify specific surface structures and correlate them to characteristic

signatures of SR. This work renders both in-situ RAS and EIS as useful tools that help develop a

systematic way to study and tune SR mediated by external potentials, inducing thermodynamically

stable surface structures.

3. By means of both SE and chronoamperometry (CA), a comparative study of reaction kinetics of

Cl adsorption between Cu(111) and (110) is carried out. Cl− adsorption on Cu (111), shows a

highly temporal charge transfer reaction, whereas that on Cu(110) shows a fast behavior which is

attributed to a Cl-induced order - disorder transition.

The rest of the thesis is organized as follows. In chapter 2 the electrochemistry of metal-electrolyte

interfaces is described. Chapter 3 details the experimental techniques used in this work, whereas in

chapter 4 the experimental set-ups as well as the sample preparation are described. Chapter 5 describes

the behavior of Cu (111) and (110) under HCl solution. Chapter 6 deals with the results and discussion,

and finally, the main conclusions and perspectives of this work are outlined.
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2
Electrochemistry of Metal-Electrolyte Interfaces

2.1 Electrochemical process at solid/liquid interfaces

Electrochemistry is the study of chemical reactions which involve production or consumption of electricity

[19]. This makes it an interdisciplinary subject as it requires a good understanding of both chemistry

and physics. The simplest electrochemical system consist of an electrode immersed in the solution of

electrolyte. Electrodes can be made of metal or semiconductor. Electrolyte solution can be conformed

by an ionic substance dissolved in a suitable solvent, like sodium sulfate (NaSO4) dissolved in water. If

two connected electrodes of copper and zinc are immersed in this electrolyte a current will flow coupled

with the corresponding chemical reactions. On the zinc electrode the reaction taking place is:

Zn(s)→ Zn2+(aq) + 2e−,

and on the copper electrode the chemical reaction is:

Cu2+(aq) + 2e− → Cu(s).

Chemical reactions involving charges, as those written above, are called redox reactions. The value of

current flowing through the system is determined by the kinetics of the redox reactions involved. In the

above case, the current will flow until either zinc electrode or Cu2+ ions are not fully consumed. This

happens because the system with a net flowing current cannot be in thermodynamic equilibrium. In the

next sections the redox reactions, their thermodynamic equilibrium and their kinetics are discussed.

Figure 2.1 shows a schematic structure of a metallic surface in contact with an electrolyte solution.

Atoms of the metal are shown with yellow spheres arranged in a crystal lattices, and solvent species

(H2O) are represented as tree blue spheres. Electrolyte solution is composed of solvent molecules,

solvated positive ions (cations) and negative ions (anions). Cations are shown with a sphere and a ’+’ at

the center, while anions with a ’-’ at the center. When a metal is brought in contact with an electrolyte

different processes are likely to happen, specially under electrical potential control. These processes are

described in the following subsections.

2.1.1 Adsorption/Desorption

The surface process corresponding to particle attachment is called adsorption. As shown in Figure 2.1,

it is possible for some of the solvated anions in the solution to strip their water sheaths and directly

6



CHAPTER 2. ELECTROCHEMISTRY OF METAL-ELECTROLYTE INTERFACES

adsorb on the metal surface. This kind of process is called specific adsorption and happens when there

is a chemical bonding of the ions to the metal surface atoms. Because of their bigger sizes and thus

smaller charge densities, anions are usually less strongly solvated than cations; therefore their hydration

sheaths are easier to break up and they are more often specifically adsorbed, particularly on positively

charged metal surfaces. Adsorption generally depends on the potential, temperature, bulk concentration

of adsorbed species in solution, pH and on the nature of the interactions between adsorbates and surface.

-

M+

+

+

-
M+

Metal Solution

Solvate Anion
Oxidized Metal

Solvent 
Molecules

Solvate Cation
Adsorbed 
   Anion

Deposited 
   Cation

Electrons

Figure 2.1: Simple Illustration of a metal-electrolyte interfaces without considering the formation of the
Helmholtz layer.

The reverse process of adsorption is called desorption. For instance, at very negative potentials adsorbed

anions may desorb from the surface as we will see in the following chapter.

2.1.2 Adsorption Isotherm

We consider the adsorption of a species I with concentration cI in the bulk of the solution. The variation

of the coverage θ with cI , keeping all other variables fixed, is known as the adsorption isotherm.

In the simplest model, the adsorption which take place at fixed sites and the interaction between adsorbed

particles is neglected. If we consider a surface that contain N adsorption sites, of which M are occupied,

and let εad be the adsorption energy per particle, the internal energy of the adsorbate is simply Mεad. To

obtain the free energy, we consider the entropy which according to the Boltzmann formula is: S = klnW ,

where W is the number of realizations of the system, therefore the free energy is given by:

F = Mεad − kT ln
N !

M !(N −M)!
. (2.1)

We can rewrite the above Eq. 2 using Stirling’s formula : lnn! ≈ n lnn− n for large n [20], gives:

7



F = Mεad +

[
M ln

M

N
+ (N −M) ln

N −M
N

]
. (2.2)

In equilibrium conditions, the chemical potential of the adsorbate must be equal to the chemical potential

of the same particle in the solution. For the adsorbate we obtain:

µad =
∂F

∂M
= εad + kT ln

θ

1− θ
, (2.3)

where θ = M/N is the coverage. The chemical potential for an ideal solute has the form:

µsol = µ0 + kT ln
c

c0
, (2.4)

where c is the partial concentration, and the unit concentration c0 makes the argument of the logarithm

dimensionless.

In the following part the most common adsorption isotherms will be described.

� Langmuir Isotherm

The Langmuir isotherm as depicted in Figure 2.2, takes into account the following considerations:

(a) no interactions take place between the absorbed species on the electrode surface, (b) there is no

heterogeneity of the surface, and (c) at high bulk activities, a saturation coverage of the electrode

by adsorbate occurs.

-
--

-

Figure 2.2: Illustration of a Lagmuir Isotherm. Red spheres describe empty sites, whereas green spheres
assume that a site is already occupied; interaction between ions is neglected.

To interpret Fig. 2.2 we need to use the following equation:

8



CHAPTER 2. ELECTROCHEMISTRY OF METAL-ELECTROLYTE INTERFACES

0 = ∆G0 + eU +
kT

n
ln

(
θ

1− θ

)
. (2.5)

The first term ∆G0 in Equation 2.5, contains the formation energy of the adsorption of an isolated ion,

the second term is the applied potential U and e is the electron charge and the third term includes the

surface coverage θ [20].

� Frumkin Isotherm

A Frumkin isotherm deals with lateral interactions among adsorbed species. In Fig. 2.3 a reference

ion green sphere with a corresponding image ion is placed and also a lateral interaction is taken

into account between ions and neighboring images.

+ + + + +

Lateral Interactions
Lateral interaction
between reference ion
and neighbor's image

 Image of
reference ion

Reference ion

Lateral interaction
between reference ion
and neighbor's image

Figure 2.3: Illustration of Frumkin isotherm where lateral interactions are taken in the account.

We can account for such interactions by assuming that ∆µad is proportional to θ : µad = µ0
ad+ωθ, where

the constant ω is positive if the adsorbed particles repel, and negative if they attract each other[20]. The

resulting isotherm:

0 = ∆G0 + eU +
kT

n
ln

(
θ

1− θ

)
+ ωθ. (2.6)

When the parameter ω is equal to zero (no interactions), the Frumkin isotherm reduces to the Langmuir

isotherm.

� Flory-Hiugyns Isotherm

9



The Flory-Huggins isotherm is an extension of the Frumkin isotherm, where the process of

adsorption is considered as a substitutional process (Figure 2.4). The molecule in solution that

is going to be adsorbed promotes unoccupied sites on the surface of the electrode by displacing

some of the water molecules that cover it [21]. This isotherm also takes into account the size of the

molecules.

+

+

+ + +

Lateral Interactions Lateral interaction
between reference ion
and neighbor's image

 Image of
reference ion

Reference ion

Lateral interaction
between reference ion
and neighbor's image

Figure 2.4: Illustration of the Flory-Hiugyns Isotherm.

We can interpret the Figure 2.4 using the following equation.

0 = ∆G0 + eU +
kT

n
ln

(
θ

(1− θ)m

)
+ ωθ. (2.7)

The main characteristic of this isotherm (Eq. 2.7) is the inclusion of the term θ
(1−θ)m , where the value

m is regarded as the number of water molecules which have to be desorbed from the surface upon the

adsorption of one ion.

2.1.3 Electrochemical reactions

Reactions involving charge transfer mechanism through the interface and hence, a flow of a current, are

called electrochemical reactions. In general two types of such reactions exist:

� Charge-transfer reaction

The charge-transfer reaction is a reaction with electron transfer. It is indicated at the center of

Figure 2.1 on the metal surface. One anion partially leaves its water sheath and transfers one

electron into the metal surface and adsorbs on it. A well known example of charge transfer reaction

is the reduction of Fe(III) to Fe(II):

Fe3+
aq + e−(metal)→ Fe2+

aq .
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CHAPTER 2. ELECTROCHEMISTRY OF METAL-ELECTROLYTE INTERFACES

For such a reaction to occur electrons tunnel over a distance of 10 Å or more, and the reacting

species need not to be in contact with the metal surface [20].

� Ion-transfer reaction

The lower part in Figure 2.1 shows a metal atom “M” already adsorbed at the surface, which gives

an example of an ion-transfer reaction. It involves the transfer of a metal ion from the solution onto

the metal surface, where it is discharged by taking up electrons from the metal. Such a process can

be intentionally considered for a large amount of metal ions for the purpose of metal deposition.

2.1.4 Anodic dissolution of metals

Anodic dissolution of a metals is indicated in the lower part of Figure 2.1, where one atom is dissolved

as “M+” into the solution and leaves one electron in the metal electrode. This process can be written as

M 
Mn+
aq + ne−.

The difference between the spontaneous oxidation and anodic dissolution of metals is that the latter

occurs actively at the very positive (anodic) potentials, while the former one is spontaneous and occurs

in small amounts depending on the electrolyte and the type of metal.

2.1.5 Under-potential deposition of metals

Under-potential deposition (UPD) in metals is the process of electrodeposition (reduction) of metal

cations to another solid metal at a potential less negative than the equilibrium potential for the reduction

of the metal. UPD occurs most of the time up to one monolayer, and is theoretically possible when the

interaction between the metal ions and substrate is stronger than the metal-metal interactions.

2.2 Structure of electrified metal-electrolyte interfaces

In the study of metal-electrolyte interfaces, one usually deals with charged electrode (metal) surfaces or

electrodes at controlled potentials. In general, the interfaces on the metal side carry an excess charge that

should be balanced with an equal amount of opposite charge on the electrolyte solution side. Therefore,

the interface can be regarded as an electrical double layer with opposite charges. The earliest trial to

model the electrical double layer of solid liquid interfaces was introduced by Helmholtz in 1879, where he

considered it as a rigid arrangement of charges one-by-one on both sides such as a plane capacitor [22].

In reality, thermal distributions of charged particles in the solution should be considered in the model, as

well as the ionic radii, specific adsorption, the dependence of the structure on the concentration of solution

or potential, etc. In the following sections, we will present some more realistic models; in particular, the

Gouy-Chapman (GC) and GC - Stern-Graham (GCSG) models.

2.2.1 The Gouy - Chapman model (GC)

Gouy and Chapman independently proposed the diffuse double layer model [22]. In this model ions are

considered to be point charges in a dielectric medium and the metal electrode is considered as a perfect

conductor. The Boltzmann statistics is employed to describe the distribution of the ions in the interface

for which the Poisson’s equation for electrostatics potential ϕ is written as follows:
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d2ϕ

dx2
= −ρ(x)

εε0
= −ze[n+(x)− n−(x)]

εε0
, (2.8)

where

n+(x) = n0 exp

(
−zeϕ(x)

kT

)
, n−(x) = n0 exp

(
zeϕ(x)

kT

)
, (2.9)

denote the thermally distributed positive and negative ionic concentrations based on Boltzmann’s formula,

respectively. Here we consider the so called z− z electrolyte solution; i.e. Az+Bz−, which means equally

charged anions and cations in the solution. Here, the planar metallic surface has been located at x = 0,

and the solution extends over [x = 0,∞], z stands for number of charges, e is the electron charge; ε is

the dielectric constant of the solvent, ε0 is the permittivity of vacuum; k is the Boltzmann’s constant, T

is the absolute temperature in Kelvin, and n0 describes the equilibrium concentration. By considering

that ϕ(+∞) = 0, the solution of equation 2.8 can be expressed as [20]:

ϕ(x) =
4kT

ze
tanh−1

(√
1 + (ασ)2 − 1

ασ
exp(−κx)

)
, (2.10)

where κ is the inverse Debye length denoted by:

κ =

√
2(ze)2n0

kTεε0
, (2.11)

σ is the surface charge density, which was first extracted by Grahame (or according to Gauss’s theorem

E(x = 0) = σ/(εε0)) as

σ =
√

8kTn0εε0sinh

(
zeϕ(0)

2kT

)
, (2.12)

and α = 1/
√

8kTn0εε0. The consideration of the Poisson-Boltzmann equation (Eq. 2.8) is useful when
zeϕ(x)
kT � 1. In this limit instead of Equation 2.8, a linearized form is valid as follows:

d2ϕ

dx2
= −κ2ϕ(x), (2.13)

with a solution

ϕ(x) =
σ

εε0κ
exp(−κx), (2.14)

ρ(x) = −σκ exp(−κx), (2.15)

12
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which describes an exponential shielding of the applied potential of the metal (ϕ(0) = σ/εε0κ) in the

solution over a characteristic distance of 1/κ, or equivalently a volume distribution of opposite charges

over the Debye length 1/κ in the solution; thereby balancing the excess charge on the metal. The Debye

length here defines the thickness of the electric double layer. If one calculates the linear (based on

Equations 2.14, 2.15) and full (based on Equation 2.12) capacity per unit area of the double layer, with

C = ∂σ
∂ϕ one finds:

CGC(ϕ) = εε0κ cosh

(
ze(ϕ− ϕPCZ)

2kT

)
. (2.16)

In Equation 2.16 the term (ϕPZC) is generally described as the potential where the net charge of total

particle surface (i.e., absorbent's surface) is equal to zero, at this potential the Equ.2.16 has a minimum.

Usually the GC theory is valid only at low electrolyte concentrations (mM) non-adsorbing electrolytes.

In fact, the experimental values conform to the following equation for the capacitance:

1

C
=

1

CH
+

1

CGC
, (2.17)

where CGC is given by Equation 2.16, and CH is considered as Helmholtz capacitance. Equation 2.17

gives an experimental tool for calculating CH . The plot of the inverse measured capacitances at different

concentrations versus the calculated inverse GC capacitance should yield a line with slope 1 and

intercept at 1/CH (regarded as Parsons and Zobel plot). Straight line with the unit slope support the

GC theory for the diffuse double layer, and the corresponding intercept determines the Helmholtz layer

capacitance (1/CH). Slopes lower than 1 are usually attributed to the geometrical roughness factor.

Deviations from the straight line are regarded as an indication for specific adsorption or non-complete

dissociation of electrolyte [23, 20].

2.2.2 The Gouy-Chapman - Stern-Graham (GCSG) model

In 1924, Stern combined the idea of Helmholtz and GC model in a way that he supposed there would

be a layer of adsorbed ions near the electrode surface. These ions fully or partially leave their hydration

sheaths. This happens because of the strong electrostatic field at the surface which is able to polarize

the ion-hydration complexes and force the ions to leave their hydration sheaths. He proposed that the

ions have finite sizes so they can not increasingly accumulate at the surface. By these considerations,

the electric double layer bears two parts: (1) an inner layer (Stern layer) and (2) a diffuse layer (GC

layer). In a Stern layer adsorbed ions are fixed, while in diffuse layer they are mobile because of thermal

vibrations.

Figure 2.5 specifies details of different layers on a positively charged metal surface. The inner Helmholtz

layer extends from the electrode surface to the center of specifically adsorbed ions (inner Helmholtz plane).

In this layer, the potential drops drastically. The outer Helmholtz layer extends from the inner Helmholtz

plane to the center of second layer of hydrated ions (outer Helmholtz plane). In this Stern layer, the

potential drops linearly but not as drastic as the Helmholtz layer. Both inner and outer Helmholtz layers

are compact where ions are immobile. The last part is the diffuse double layer, where ions are allowed to

move or even to rotate. The potential drops exponentially to a constant value within the electrolyte.
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drop versus distance plotted in different layers as indicated.
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3
Experimental Techniques

3.1 Ciclyc-Voltammetry

Cyclic Voltammetry (CV) is an electrochemical probe that measures the current developing in an

electrochemical cell under equilibrium conditions where the applied voltage is in excess of that predicted

by the Nernst equation. CV is performed by cycling the potential of a working electrode and measuring

the resulting current. The working principle is discussed as follows.

The potential of a working electrode is measured against a reference electrode which is maintained at

a constant potential, and the resulting applied potential produces an excitation signal such as that

represented in Fig. 3.1. In the forward path in Figure 3.1 the scanning starts first from a lower potential

(a) and ends up at a higher potential (d). Such extreme (d) is called the switching potential and is the

point where its value is sufficient high so as to cause an oxidation or reduction process of an analyte. The

reverse process occurs from (d) to (g) and it is where the potential scans more negatively. Furthermore,

Figure 3.1 shows a typical oxidation occurring from (a) to (d) and a reduction occurring from (d) to (g).

It is important to note that some analytes undergoes throughout reduction first, for which the potential

would first scan negatively. This cycle can be repeated and the scan rate can be varied. The slope of the

excitation signal gives the scan rate used during the experiment.
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Cyclic Voltammogram Excitation Signal

Figure 3.1: Cyclic volatmmetry Signal. From a to d is regarded as anodic direction, while from d to g is
the cathodic direction.
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A cyclic voltammogram is obtained by measuring the current developing at the working electrode during

the potential scans. Figure 3.1 shows a cyclic voltammogram resulting from a single electron reduction

and oxidation and considering the following reversible reaction:

M+ + e− 
M .

a b

c

d

e
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g
ipc

ipa

Epc

Epa

Cyclic Voltammogram

Potential, V vs.  Reference Electrode

C
u

rr
e
n

t 
(
μ

A
)

Positive PotentialNegative Potential

A
n

o
d

ic
 C

u
rr

e
n

t
C

a
th

o
d

ic
 C

u
rr

e
n

t

Figure 3.2: Voltammogram of a single electron oxidation-reduction.

In Figure 3.2, the oxidation process occurs from (a) the initial potential to (d) by switching the potential

direction. In this region the potential is scanned in anodic direction so as to promoting an oxidation.

The resulting current is called anodic current (ipa). The corresponding peak potential occurs at (c) and

is called the anodic peak potential (Epa). The Epa is reached when all of the substrate at the surface of

the electrode has been oxidized. After the switching potential has been reached (d) the potential scanned

in cathodic direction from (d) to (g), resulting in a cathodic current (ipc) and a reduction occurs. The

peak potential at (f) is called the cathodic peak potential (Epc) and is reached when all of the oxidation

at the surface of the electrode has been reduced.

3.2 Chrono-Amperometry

Figure 3.3 a) is a diagram of the waveform applied in a basic potential step in the experiment. Let us

consider its effect on the interface between a solid electrode and an unstirred solution containing electro

active species. As an example, take anthracene in deoxygenated dimethylformamide (DMF) as a typical

example. It is commonly accepted that there exist a potential region where Faradaic processes do not

occur; let V1 be in this region. On the other hand, we can also find a more negative potential at which the

kinetics for reduction of anthracene becomes so rapid that no anthracene can coexist with the electrode,

and its surface concentration goes nearly to zero. Consider V2 to be in this ”mass-transfer-limited”

region. Fig. 3.3 b) depicts the current response at V1 and V2 and the corresponding Equation 3.1, that

describes the current response proportional to the square root of the time. Here it is more convenient the
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use the Cottrell equation to describe the behavior of the current response after switching the potential

from V1 to V2.

i ∝ 1√
t

(3.1)

a) b)

Figure 3.3: Illustration of a) voltage applied to cell begins at V1, where no reaction occurs and is stepped
up to V2, causing electrode process to begin, and b) a current spike results.

As illustrated in Fig. 3.3 b) the current drops off with time according to the Cottrell equation 3.2, since

material must diffuse to the electrode surface in order to react.

| i |= nFA[O]bulk
√
D

√
π
√
t

, (3.2)

where A is the area of the electrode, F is the Faraday constant, [O] is the bulk concentration of an species

O, D is the diffusion rate and it is the time.
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Figure 3.4: Illustration of a) Voltage applied to cell begins at V1 where no reaction occurs and is stepped
up to V2 causing electrode process to begin, and b) a current spike results and a change in concentration
near the surface an oxidation or reduction process.

The double potential step method provides a very comprehensive view of the rate constants of the chemical

reaction, especially in the by product occurring in adsorption systems [24].

As an example of the use of CA, Pawar et al, have shown the capabilities of cooper oxide electrodes

for supercapacitors and electrocatalyst in direct methanol fuel cell applications [25]. In their study

they used CA to investigate the electrochemical energy conversion properties of the films via methanol

electro-oxidation.

3.3 Electrochemical Impedance Spectroscopy

The electrochemical impedance spectroscopy (EIS) technique is a simple, fast, and non invasive

measurement technique. Impedance refers to a physical variable that examines the characteristics of the

resistance of an electrical circuit in presence of an alternating current (AC) applied between the electrodes.

In this system, the current flow response is measured by applying a small sinusoidal potential and detecting

changes in frequency (f ) from the applied potential over a wide frequency range. Examination of the

mathematical relations obtained by varying the excitation frequency, the impedance response appears

as a complex number in function of the frequency. EIS is capable in assessing the intrinsic material

properties and the particular processes involved in the conductivity/resistivity or the capacitance of the

electrochemical system. These techniques serve as very useful tools for the characterization and analysis

of wide gamut of materials.

The four quantities regarded as ohmic resistance, capacitance, constant phase element, and Warburg

impedance (W) are used in the EIS analysis of electrolyte-based systems to investigate the impedance

behavior of each particular system, and it is necessary to select an appropriate equivalent circuit (based

on the elements defined in Table 3.1). Equivalent circuits are employed for approximating experimental

impedance data as they provide good descriptions of impedance components in parallel and/or in series.

Randles circuit is most commonly used for electrodes immersed in electrolytes; it includes solution

resistance (Rs), charge (electron) transfer resistance(Rct), capacitance of double layer (Cdl), and mass
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transfer element, shown as Warburg impedance (W) [22].

Components Equivalent Element Current vs. Voltage Impedance
Resistor R[ohm] V = RI R

Capacitor C[F, or ohm−1 ∗ s] I = C dV
dt

1
jωC

Inductor L[H, or ohm ∗ s] V = L didt jωL
Infinite Diffusion Zw[ohm] Rw√

jω

Finite Diffusion Zo[ohm]
RD tanh(

√
(jωL2

D)/D)√
(jωL2

D)/D

RD coth(
√

(jωL2
D)/D)√

(jωL2
D)/D

Constant Phase Element Q[ohm−1sα] 1
Q(jω)α

Table 3.1: Impedance Components.
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Figure 3.5: Typical Nyquist Plot of an electrochemical cell and the inset is the Randle’s equivalent circuit.

As can be appreciated in Fig. 3.5, in a typical Nyquist plot the equation ω = 2πf = 1/Rct is used

to calculate the double-layer capacitance based on the frequency located on the maximum point of on

the semicircle. A line at an angle of 45 degrees represents the Warburg limited behavior, which can be

extrapolated from the real axis. Also, the interception at this section is equal to Rs +Rct − 2σCdl, were

σ represents the diffusion coefficient whose value can be subsequently calculated. In this method, Rs

and Rct can be readily obtained from the points (a) and (b), respectively. EIS widely used to investigate

procedures for fabrication of several biosensors.

3.4 Reflection Anisotropy Spectroscopy

3.4.1 Operation principle and experimental set up

Reflection Anisotropy Spectroscopy (RAS) measures the difference of the complex reflection coefficients rx

and ry for light being polarized along two orthogonal surface directions x and y, respectively. In contrast

to spectroscopic ellipsometry, the incident and reflected light is always oriented along the surface normal.

For an optical isotropic (cubic) crystal, the bulk contribution to ∆r is zero. RAS signal thus arises from
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the surface or interface. This makes RAS a highly surface sensitive optical technique. The complex

reflection anisotropy is defined as the difference of the reflectance normalized to the mean reflectance:

∆r

r
= 2

rx − ry
rx + ry

. (3.3)
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Figure 3.6: Typical set-up for reflectance anisotropy spectroscopy measurements [26].

In the next section, an equation that describes the signal related to the associated optical anisotropies

of the sample under study is presented. Artifacts related to the optical viewports and mechanical miss

alignment are neglected. The experimental RAS set up includes a photo-elastic modulator (PEM)

operating at resonant frequency of 50 KHz. In brief, the heart of the PEM is a rectangular fused silica

which is mechanically coupled to a piezoelectric transducer. A periodic mechanical strain renders the

silica bar anisotropic, with two orthogonal refraction indexes. Therefore, a linear polarizer entering the

PEM with an angle of 45◦ switches its polarization states along the two in-plane eigen-axes of the sample

under study. Such modulation has a frequency of 100 KHz [27], see fig. 3.7.
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Figure 3.7: Schematic diagram of the photo elastic modulator. The input light is linearly polarized
oriented 45 degrees with respect to the fast optical axis of the silica bar. The output polarization
switches between two orthogonal polarizations with both circular and elliptical states in between.

The radiation source consists of a stable Xenon lamp which provides good intensity and is sufficient for

our spectrometer to work in a range of 1.5 to 5.5 eV. The light before being focused onto the sample

is polarized and after the reflection is modulated. The linear polarization is carried out using either a

Woollanston or Rochon polarizer, oriented at an angle of 45 with respect to the plane of incidence.

The use of PEM offers high modulation speed, low noise and with an optimal polarizer and analyzer

alignments, reduces the introduction of parasitic components that could affect the performance of the

RAS system. The light reflected off the sample passes through a perpendicular analyzer with respect to

the optical axis and with another arrangement of mirrors, the beam is again focused towards an optical

fiber. After passing through the polarization optics, the intensity of the modulated transmitted light

is processed using signal processing techniques. All the optical analysis of RAS is shown in the AppendixA.

3.4.2 The Three Phase Model

The difficulty to carry out a full first−principle calculation, rely on empirical approaches for the

interpretation of the experimental RAS spectra. A simple way of interpreting the surface anisotropy is

provided by the so-called three phase model[28], that divides the sample under study and its surrounding

into 3 parts:

� The ambient atmosphere or liquid (liquid in our case).

� The surface (anisotropic) region.

� The underlaying bulk isotropic of the sample.

The model is illustrated in Fig. 3.8. Both the surface region (of thicknes d) and the semi-infinite bulk are

modeled as continuous media with homogeneous dielectric functions, εs = εs1 + iεs2 and εb = εb1 + iεb2,
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respectively. For vacuum, the dielectric function is unity: (εa = εa1 = 1). Within this model, the relation

between the measured RAS signal and the anisotropy of the surface dielectric function is given by

∆r

r
=

4πid

λ

∆εs
εb − εa

=
4πid

λ

∆εs
εb − 1

, (3.4)

𝜀𝑏

𝜀𝑠

𝜀𝑠𝑦
𝜀𝑠𝑥

𝑑

𝜀𝑎 = 1

Figure 3.8: Illustration of the three phase model. εarepresents dielectric function of the ambient
atmosphere or liquid, εs the dielectric function of the surface layer of thickness d which can be anisotropic.
εb. Isotropic dielectric function of the bulk. εsx, εsy are along the in-plane crystallographic axes.

where ∆εs = εsx − εsy is the difference of the surface dielectric function along the two orthogonal

symmetry directions x and y within the surface plane and λ is the wavelength of the light. The bulk

dielectric function εb is assumed to be isotropic. In spite of this crude approach, such a model has been

proven to be very useful for the interpretation of the experimental results [29, 30, 31]. The model is valid

for small anisotropies and within the thin-film approximation d � λ, where λ is the photon wavelength

[28].

3.5 Spectroscopic Ellipsometry

Spectroscopy Ellipsometry (SE) measures the change in polarization state that a linearly polarized

light incident at an oblique angle experiences upon reflection (or transmission) by an optical medium

of interest. The incident light is linearly polarized in such a way that it can probe, in principle, the

three principal optical axes of the sample under study. The polarization state reflected off the medium is

in general elliptical. For the analysis of the polarization states, the light is mathematically decomposed

into projections along and perpendicular to the plane of incidence of the light, and such components

are termed p- and s- polarizations, respectively. An ellipsometry experiment works then by measuring

the relative changes of amplitude and phase of the p and s-polarizations (see Fig. 3.9). Its advantages

over direct reflection and transmission experiments are double. First, as SE measures simultaneously two

parameters (Ψ,∆) obtained from ρ = tan(Ψ)ei∆ , it has access to both the real and imaginary parts of the

optical properties of the medium in a single experiment without elaborate mathematical post-treatment

of the results, and second, SE has no need of reference measurements that can easily be altered and thus,

rendered useless (by lamp instabilities, for instance). The optical analysis of SE is shown in Appendix A.
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Figure 3.9: Typical schematic diagram employed for ellipsometry

3.5.1 Data Analysis

In order to retrieve the optical constants and thickness of samples from spectroscopic ellipsometry

measurements, it is necessary to perform an analysis that consists of three major parts; i.e., dielectric

function modeling, the construction of an optical model, and fitting to measured (Ψ,∆) spectra. In the

next section some dielectric function models of individual layers are reviewed. This section also addresses

the effective medium approximation (EMA), which is commonly employed for surface roughness analysis.

Here, we first discuss variations of (Ψ,∆) in transparent and absorbing films and the fitting procedure

for ellipsometry data analysis.

Angles Ψ and ∆ represent the amplitude ratio and phase difference between p- and s-polarizations,

respectively. However, Ψ and ∆ generally show complicated variations with changes in optical constants

and film thicknesses. In this section, variations of (Ψ,∆) in transparent and absorbing films are described

in some detail. The understanding of these behaviors is helpful, not only for the interpretation of measured

spectra but also for the construction of optical models. Some of the most common models to interpret

(Ψ,∆) are listed next:

� Variations of (Ψ,∆) with optical constants.

� Variations of (Ψ,∆) in transparent films.

� Variations of (Ψ,∆) in absorbing films.

In the experiments there is always a part that is needed to be considered in ellipsometry which is related

to the presence of a small roughness, which is either an intrinsic part of the samples or extrinsic as in

the case of external deposit by, e.g., chemical vapor deposition , atomic layer deposition, etc, or as in our

case, induced by adsorbing Cl− ions on the surface. One of the most common model that describes it, is

the so-called Effective Medium Approximation (EMA).
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3.5.2 Effective Medium Approximation

Spectroscopic ellipsometry is quite sensitive to surface and interface structures. Thus, it is necessary to

incorporate these structures into an optical model of data analysis. If we apply the effective medium

approximation (EMA), the complex refractive index of surface roughness and interface layers can be

calculated relatively easily. Furthermore, from ellipsometry analysis using EMA, we can characterize

volume fractions in composite materials. This section will review various effective medium theories and

explain modeling of surface roughness layers. It is anticipated that most of the content described it in

this section is adopted from ref [32].

Effective Medium Theories

The dielectric constant represents the magnitude of dielectric polarization formed in a dielectric by an

external ac electric field. Now consider a spherical dielectric inserted into a capacitor Fig. 3.10(a). If an

external electric field is applied to this capacitor, polarization charges will be created on the outer surface

of the dielectric by dielectric polarization. Consequently, the atoms inside the dielectric will react to an

electric field induced by the polarization charges (E′) in addition to the external electric field (E). In other

words, by dielectric polarization, the electric field inside the dielectric (cavity) becomes stronger than

the electric field applied to the capacitor. In particular, the electric field generated by the polarization

charges is referred to as the Lorentz cavity field [33]. If we use the notation of Fig. 3.10(b), the Lorentz

cavity field(E′) is given by the following Equation [33]:

E′ =

∫ π

0

(L−2)(2πLsinθ)(Pcosθ)(cosθ)(Ldθ) =
4πP

3
. (3.5)

E

+ + + + + +

- - - - - -

-
- -

- -
-
-

+
+
+ + +

+
+

-

+

(a) (b)

P

Figure 3.10: (a) Spherical dielectric inserted into a capacitor, and (b) calculation model of the polarization
charges generated on the outer surface of a spherical dielectric. (b) L and θ represent the radius and the
angle from the center of the sphere, respectively adapter from [32].

Here, P is the dielectric polarization. In the above equation, Pcosθ represents the polarization charge

density on the surface of the circle shown in Fig. 3.10(b), and Ecosθ describes the electric field formed

in the center of the sphere. Eq. 3.5 assumes that E’ is independent of the size of L. The result shown in

Eq. 3.5 indicates the one in CGS units and, in SI units, we obtain E′ = P/(3ε0) from the conversion of

4π −→ 1/ε0 [33]. Thus, the local field Eloc = E + E′ in SI units is expressed by

Eloc = E +
P

3ε0
. (3.6)
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From Eq. 3.6 it is clear that Eloc in cases with increasing dielectric polarization. Here, we assume

an electric polarization and Ne as the number of electrons in the dielectric. In this case, the dielectric

polarization is given by P = NeαEloc, where α represents the polarizability, accounting for the proportion

of the dielectric polarization. Substituting Eq. 3.6 into P = NeαEloc yields:

P = NeαE/

(
1− Neα

3ε0

)
. (3.7)

If we substitute Eq. 3.7, we arrive to the well-know formula, known as the Clausius-Mossoti relation:

ε− 1

ε+ 2
=
Neα

3ε0
. (3.8)

When the above dielectrics is composed of two phases (components) a and b. we obtain

ε− 1

ε+ 2
=

1

3ε0
(Naαa +Nbαb). (3.9)

The Lorentz-Lorenz (LL) relation is expressed from Eqs. 3.8 and 3.9 as [34]:

ε− 1

ε+ 2
= fa

εa − 1

εa + 2
+ (1− fa)

εb − 1

ε+2
, (3.10)

where εa and εb represents the dielectric constants of the phase a and b, respectively, and fa and (1− fa)

show each volume fraction. In this effective medium theory, ambient surrounding the dielectric is vacuum

or air, similar to Fig. 3.10(a). When this spherical dielectric is present in a host material with a dielectric

constant εh, Eq. 3.10 is rewritten as

ε− εh
ε+ 2εh

= fa
εa − εh
εa + 2εh

+ (1− fa)
εb − εh
εb + 2εh

.. (3.11)

In an effective medium theory, known as the Maxwell Garnett (MG) model, the dielectric constant of

mixed phase materials is described by assuming εa = εh in Eq. 3.11 [34]:

ε− εa
ε+ 2ε+ a

= (1− fa)
εb − εa
εb + 2εa

. (3.12)

As shown in Fig. 3.11(a) the MG model assumes a structure in which the phase of εb is surrounded by

the phase of εa, and their volume ratio determines fa [35]. In the case of the MG model, however, if we

exchange εa with εb, the resulting ε varies. On the other hand, Bruggeman assumed ε = εh in Eq. 3.11

and proposed the effective medium approximation (EMA) expressed by the following equation [34]:

fa
ε− ε
εa + 2ε

+ (1− fa)
εb − ε
εb + 2ε

= 0. (3.13)

In the EMA shown in Fig. 3.11, fa and (1 − fa) represents the probabilities of finding εa and εb in a

spherical space [35]. This model can be extended easily to describe a material consisting of many phases:

25



n∑
i=1

fi
εi − ε
εi + 2ε

= 0. (3.14)

There are other models in which two dielectrics are placed in parallel Fig. 3.11(c) and in series Fig.

3.11(d). The dielectric constant ε of Fig. 3.11(c) is given by

ε = faεa + fbεb. (3.15)

The above equation is quite similar to the formula used for capacitance calculation. In the parallel

configuration, there is no interaction between εa and εb, and the screening factor becomes q =0 (0 ≤ q ≤
1). On the other hand, ε in Fig. 3.8(d) is calculated from

ε−1 = faε
−1
a + fbε

−1
b . (3.16)

(a) Maxwell Garnett (b) EMA

(c) q=0 (d) q=1

Figure 3.11: Physical models for effective medium theories: (a) Maxwell Garnett, (b) effective medium
approximation (EMA), (c) q = 0, and (d) q = 1.

In this configuration, the screening effect is maximized (q=1). In case of a two-phase material, all effective

medium models shown in 3.11 can be expresed by a single formula [34]:

ε =
εaεb + kεh(faεa + fbεb)

kεh + (faεb + fbεa)
. (3.17)

Here, k is defined as k = (1− q)/q using the screening factor q. In models assuming spherical dielectrics

(i.e., the MG and EMA models), the screening factor is given by q = 1/3. In Eq. 3.17, the MG and

EMA models are described by setting εh = εa and εh = ε, respectively. Eqs. 3.15 and 3.16 can also

be expressed by inserting q = 0 and q = 1 into Eq. 3.17, respectively. Figure 3.12 shows the dielectric

constant of two-phase composite (a and b), plotted as a function of the volume fraction of the component

b(fb = 1− fa). In this example, the dielectric constants of the phases a and b were assumed to be εa = 2
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and εb = 4, respectively, and ε for EMA, q = 0, and q = 1 were calculated. Naturally, when fb = 0 and

1, we observe ε = εa and ε = εb, respectively. In the case of q = 0, ε increases linearly with increasing

fb, since there is no interaction between the two components. In the model of q = 1, however, the values

obtained at 0 < fb < 1 are always lower than those for q = 0 due to the screening effect. In other words,

when there is a screening effect, ε is more influenced by the phase having a lower dielectric constant. As

confirmed from Fig. 3.12, the values of EMA are intermediate between q = 0 and q = 1, but are closer

to those of q = 0 since the screening factor of EMA is q = 1/3. Quite interestingly, even when fb < 0

and fb > 1, ε can be calculated from the above models and we sometimes obtain these volume fractions

in actual data analyses. Although the volume fractions fb < 0 and fb > 1 are unphysical, their meanings

are straightforward; i.e., we obtain fb < 0 when dielectric constants used in an analysis are too high and,

conversely, we obtain fb > 0 when dielectric constants are too low.

4.0

3.5

3.0

2.5

2.0

0.0 0.2 0.4 0.6 0.8 1.0

q=1

EMA (q=1/3)

q=0

Figure 3.12: Dielectric constant ε of a two-phase composite (a and b) calculated from EMA for q = 0 and
q = 1, plotted as a function of the volume fraction of the component b. In this calculation, the dielectric
constants of the phases a and b were assumed to be εa = 2 and εb = 4 with their volume fractions of fa
and fb = 1− fa, respectively adapted from [32].

When value ε in Fig. 3.12 is determined from an ellipsometry data analysis, fb can be estimated by

applying an effective medium model, if εa and εb are known. We can also employ fb as an analytical

parameter in data analysis. Among various effective medium theories, the effective medium approximation

has been reported to provide the best fit to (Ψ,∆) spectra, with respect to the analysis of surface roughness

layers [36, 37]. Nevertheless, although physical values estimated from the analyses vary, similar results

can also be obtained using other models [37]. Accordingly, ellipsometry results are basically independent

of effective medium theories used in data analyses [37]. At present, the effective medium approximation

has mainly been applied to ellipsometry analysis. In some materials, however, the best result has been

obtained from the model of q = 0 [38]. Thus, an appropriate effective medium model may vary according

to the optical properties of composite materials.
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4
Experimental set-up

4.1 Sample Preparation

Sample preparation is one of the critical issues prior any electrochemical and optical experiment for in -

situ measurements, specially with samples such as copper where a native oxide film is formed in ambient

conditions. Such an oxide film, of a few nm thicknesses, is no conductive and should be removed with

great care so as to avoid introducing new residual compounds, like organic residuals, and resulting in an

acceptable flatness for the optical experiments see Fig. 4.4a. This copper samples, were cut for (110)

termination from a 99.999% pure copper crystal, polished mechanically with different abrasives graded

from µm down to nm scales so that the roughness scaled better than 30 nm as delivered from Mateck

GmbH, Germany.

After several experiments, the sample gets rough and the following steps are need in order to recover a

smooth, mirror like surface:

� Mechanical Polishing

– Sample polishing with sand paper (grain size 2000)

– Sample polishing with sand paper (grain size 4000)

� Sample cleaning to remove organic residuals

– Aceton for 3 minutes in a sonication Bath

– Isopropanol for 3 min in a sonication Bath

– HCl 1M for 3 min in a sonication Bath

– Ultra-Pure Water for 3 min in a sonification Bath

� Electropolishing in Ortho-Phosphoric Acid 85%

– Perform a Linear sweep from -500 mV ut to 1.2 V

– Determine the potential where the Cu dissolution is even on the surface

– Carry out a chrono-amperometry transient for 1800 seconds until the sample looks mirror like).

In the next subsection the electro-polishing procedure will be describe owing to its importance to prepare

the sample prior any experiment.
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4.1.1 Electro-polishing

Prior each experiment the native oxide is removed by electrochemical polishing at +0.5 V (anodic

potential) in ortho-phosphoric acid (H3PO4 85%) during 20 min after mechanical polishing; however, if

the sample does not require mechanical polishing then the electro-polishing can be done from 5 to 10

min 4.4b. Fig. 4.1 shows the current-voltage plot as measured during the copper electro-etching process.

The applied potential on copper sample was ramped from -0.5 up to 1.2 volts (vs. the Pt wire) set to 20

mV/s. The active dissolution of copper occurs after the maximum peak is reached around -0.1 volts as

depicted in Fig. 4.1; after the maximum current peak the copper dissolution is removed evenly, thereafter

a small flat region is reached where the copper oxidation starts at around +1 volt. At this potential the

linear sweep needs to be stopped. To remove the copper from the surface in a evenly rate it is necessary

to subtract -500 mV from the flat region (see Fig. 4.1). All the measured potentials are referenced to

the Pt wire. Due to the formation of oxygen bubbles at the copper surface, the sample needs to be

put in parallel position in front of the counter electrode (CE) (Pt plate) as can be appreciated in Fig.

4.3. Residues of the electro-polishing process are purged by deaerated ultra pure water in Ar ambient.

Purging with the sample solution is possible too. However, in case of HCl, since it is corrosive it is not

recommended. To avoid the oxygen effect on copper during the assembling of the cell and transfer to the

chamber, a protective droplet of deaerated water is placed on top of the crystal. The sample preparation

should be fast enough so as to avoid re-contamination of the sample before the assemble. Over long

time use of copper a contamination is unavoidable mainly from the air, such as carbon or sulfur residuals.

Thereafter, to remove carbon or sulfur contaminants one must consider annealing the sample in hydrogen

atmosphere prior to any other cleaning step.

Figure 4.1: Typical voltammogram of a linear sweep of Cu samples in H3PO4 from - 500mV up to 1 V,
in order to detect the potential where dissolution of Cu is homogeneous.
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Figure 4.2: Chrono-amperometry transient at applied potential between +300 and +500mV, during 5 to
10 minutes for samples with no mechanical polishing; otherwise, the time for the transient must be for
up to 30 minutes.

V

I I

RE

WE CE

  Current
Generator

Figure 4.3: Electro-Polishing setup RE, CE and WE, are reference electrode, counter electrode (both
made of platinum) and working electrode, respectively [39].
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(a) (b)

Figure 4.4: Copper sample before a) and after b) electropolishing.

As it was mentioned above, it is necessary to remove the remaining H3PO4 after electro-polishing

procedure, and the following steps are need:

� Fill a container with argon prior the electropolishing.

� Place 3 beakers with deaereted water inside the container already filled with Ar.

� Remove the sample from the container with H3PO4, and immerse it inside one beaker for 1 minute

to remove the residuals of H3PO4.

� Repeat the same procedure as before in the next beaker for one minute.

� Remove te sample from the beaker and put a droplet of deaereted water on the sample to avoid

oxidation before the assemble with the cell.

After the procedure outlined above and the Cu sample is attached to the cel. The cell must be filled with

argon, then with HCl 10mM. all this must be done 2 hrs before the experiment to remove oxygen on the

solution).

The last procedure is crucial in every experiment because if a small residue of contamination is present,

like oxidation, the subsequent experiments (SE, RAS or EIS) are not reliable.

4.1.2 Reference Electrode (RE)

The RE is connected through a high-impedance element to the potentiostat. This ensures that no current

flows through the RE. However, in electrochemistry the situation is significantly more complex. In a

normal circuit, the voltage probe is assumed to be stable. However, in the case of a RE in electrochemistry

the measured potential might be different depending on the electrolyte concentration on the RE material

itself and its reactivity in the solution, and therefore the RE cannot be reliable during the experiment.

To solve this problem electrochemists have been envisaged reliable REs for different experiments.

The idea is to have a durable non-reacting electrode with the possibility of using it in different experiments,

thus most of the REs contain an isolated inner part which comprises a metal mesh (or a wire) dipped

in an electrolyte solution with a well defined concentration. This inner part is placed encapsulated in a

vessel (a tube) which is made of a non-dissociative material (normally a glass vessel). The inner part

has an electrical connection and the glass has at its bottom an ion permeable porous section allowing

ion exchange in one direction into the immersed solution for the electrical potential sensing. By using

this RE configuration in a glass vessel, it is expected that the RE to be stable with a stationary double

layer enclosing the metal part. Hence, it is possible to assign a constant potential with such a structure
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since based on the Nernst Equation, a redox reaction in a defined solution concentration the RE has a

constant standard potential at defined temperature and pressure (see, for instance, Eqs. 4.1 and 4.2).

Because the measurements in this work were done in HCl solution, it was decided to use a RE made of

a Ag/AgCl wire. This was produced by electrodeposition of Cl on the Ag wire. The preparation of such

a Ag/AgCl wire will be explained in the following section.

Such AgCl-coated Ag wire exhibits more durability in HCl and yields a minimum shift of the measured

potential over long periods of time. The AgCl coating is fragile upon heating or UV illumination, and

its solubility in water or diluted acids is low (520 µg/100 g H2O at 50oC).

The calibration for the Ag/AgCl wire was made in 10 mM HCl as follows. The potential of the Ag/AgCl

wire in 10 mM HCl was measured against a commercial Ag/AgCl/3M NaCl ( and/or against the micro-RE

Ag/AgCl/saturated KCl). The potential shift was (+130±2) mV. This value has a good agreement with

the calculation based on the Nernst equation,

AgCl + e− 
 Ag + Cl−, E0
Ag/AgCl = 0.0V, (4.1)

EAg/AgCl = E0
Ag/AgCl + 0.059log

[AgCl]

[Ag][Cl−]
= 0.0 + 0.059log

(
1

10−2

)
= +0.118V. (4.2)

4.1.3 Preparation of a Ag/AgCl reference electrode

The preparation of a Ag/AgCl wire is a straightforward procedure [40]. A silver wire soaked and cleaned

in nitric acid should be connected as the WE. Another noble metal (platinum or gold) is used as counter

electrode(CE) while the RE should be employed to read and ensure the applied potential; for this purpose

a commercial Ag/AgCl/3M NaCl solution was selected and 1 M HCl is used as the electrolyte solution.

The potentiostat runs 10 CVs from -300 to 300 mV. In this range the silver wire adsorbs chloride in

anodic potentials and desorbs it at cathodic potentials. Repeating the cycles of adsorption/desorption

produces a rough surface on silver that increases the surface area on the Ag−wire. After completing 10

cycles, chloride ion deposition should be done by polarizing at -100 mV for 2 minutes and then at +100

mV for 10 minutes. Finally, the electrode is taken out and rinsed with ultra pure water and dried in air.

If this wire is used as the RE (as it is common in the RAS Electrochemical cell), the potential of the

electrode should be calibrated based on each solution concentration by measuring with a potentiostat or

a voltmeter against a known electrode. The calculation from the Eq. 4.1 should give the same shift as

the measured one. Figure 4.5 shows the related voltammogram of a silver wire in 1M HCl related to the

experiment for preparation of the Ag/AgCl RE.
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Figure 4.5: Typical voltammogram of a Ag wire immersed in 1 M HCl. The potential is measured against
a commercial Ag/AgCl/3M NaCl reference electrode.

4.1.4 Electrolyte preparation

All electrolyte solutions were prepared from highly pure chemicals produced by Merck KGaA. The purity

grade is called Suprapur ®. For the desired concentrations, the solutions were diluted using ultra pure

water (18.2 MΩcm) from Smart2pure 12 UV TKA, which reduces the total organic contents to less than

5 ppb and the amount of the particles bigger than 0.2µ m to less than 1/ml. The purity of solutions

is a crucial issue for the optical experiments. Unlike UHV, in solutions the mass transport, particles

interactions, and electric fields within the electrical double layer near the surface are enhanced. Any

measurable traces of constituents in the solution can be transported through the solvent molecules and

interact with the surface; moreover, ions in the solution might be interacting with each other. Under the

influence of the potential, it is likely to have oxidations/reductions which introduce new cations/anions

complexes. In general, cations/anions make different complexes with solvent molecules. Prior to any

experiment, all solutions must be deaerated for a couple of hours. By purging the solutions with 99.999%

pure argon (argon grade 5.0), which promotes oxygen removals away from the solution. Note than argon

is heavier than oxygen and removes it out of the solution.

The containers and volumetric flasks were cleaned before the first use based on the common rules of the

chemistry lab and restrictions imposed by Electrochemical-Optical experiments demands. Therefore, the

cleaning procedure for tools and glasswares were done on three different levels: (1) Soaking in piranha

solution, which is a 3:1 (or 1:1) mixture of concentrated sulfuric acid and hydrogen peroxide solution.

More than 50% hydrogen peroxide in the mixture is highly explosive. The Piranha is highly oxidative

and removes metals and organic contamination. (2) Rinsing with deionized water to remove the etching

products. (3) Several steps of sonification and rinsing in between with ultra pure water (18.2 MΩcm).
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4.2 Cyclic Voltammetry set-up

In-situ cyclic voltammetry and RAS experiments were performed in a home-made electrochemical cell

(ECC) based on polyetheretherketon with an opening end at the top for optical experiments. The Cu

sample was attached from the bottom with an o-ring so that only the (110) surface was in contact

to the electrolyte. The ECC is introduced into a gas-tight chamber filled with Ar to provide an inert

atmosphere. The 10 mM/L solution of HCl is supplied to the cell after mounting it inside the chamber. CV

measurements were performed in a three-electrode configuration using a potentiostat (Ivium Technologies

B.V., CompactStat). A Pt and Ag/AgCl wire [40] were used as counter and quasi-reference electrode,

respectively .

All measured potentials are calibrated against a classical Ag/AgCl reference electrode in 3 M/L NaCl.

CV scans, measured before and after any experimental run, indicate the successive protection of the

electrolyte and the sample against (oxygen) contaminations. The Cu(110) single crystal is set as the

working electrode with a rectangular area of ≈ 0.72 mm2 exposed to the electrolyte. All the solutions

introduced into the system were deaerated by bubbling with Ar for 2 hours prior the experiment. The

Cu(110) sample was supplied by MaTeck GmbH, with an orientation accuracy better than 1°. As received

samples have a 99.999 % purity with a surface roughness less than 30 nm. Native oxides were removed

by electropolishing in a 85% ortho-phosphoric acid for several minutes at an applied voltage of +0.5 V

until the surface appearance became mirror like [7, 39]. The residues of electropolishing process were

removed by dipping the sample into an ultrasonic bath with deaerated ultrapure water (18.2 MOhm)

under Ar ambient. Hydrochloric and phosphoric acids were supplied by Merck KGaA (Suprapur® grade)

and ultrapure water was used to prepare the electrolyte solutions.

4.3 Reflectance anisotropy spectroscopy set-up

The optical arrangement of the RAS system is a home made instrument according to the design by

Aspnes et al. [26]. The core of the system comprises three optically active elements: a linear polarizer, a

50 KHz photoelastic modulator (PEM) and an analyzer. The sample was oriented in a way that x and y

axes corresponded to the [110] and [001] crystallographic directions, respectively. The measured in-plane

optical anisotropies are averaged over the area of the light spot, which was half the size of the sample area

exposed to the electrolyte. The covering electrolyte is optically isotropic and the back reflection from the

air-water interface was avoided by a small tilting of the ECC. All the measurements were performed at

room temperature (22 ◦C).
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Figure 4.6: Reflection anisotropy spectroscopy adapted to the electrochemical Cell, PEM stands for photo
elastic modulator operated at 50 kHz.

4.4 In - situ spectroscopy ellipsometry

For the in- situ ellipsometric measurements a spectroscopic rotating compensator instrument (J. A.

Woollam Co., Inc., M-2000DI) was used. An incident angle of 68◦ was predefined by the electro-chemical

cell geometry. The change in the light polarization upon reflection on the sample is recorded by means of

the ellipsometric angles Ψ and ∆ which account for a polarization rotation and the phase shift between

polarization components parallel and perpendicular to the plane of incidence. The rotating compensator

(PCRSA) configuration of the instrument enables a full-range determination of ∆ with uniform sensitivity

[41]. A possible strain-induced birefringence in the fused silica cell windows was determined with a

standard Si wafer before each experiment, and all presented results are corrected to that effect. Two

spectrographs as well as a combination with tungsten-halogen and deuterium light sources allows for a

parallel measurement of 700 wavelengths covering a spectral range from 193 to 1690 nm (6.4 to 0.76

eV). The ellipsometric spectra were recorded synchronized with CV to obtain real-time in situ optical

responses for variable electrochemical potentials. The integration time for each spectrum was set to 5
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sec. The latter intervals still allow a time-resolved monitoring of interface processes if we regard potential

sweep rates around 5 mV/s. All measurements were performed at room temperature. The Cu(110)

sample was mounted with the [001] in-plane surface direction 45 ◦ rotated against the intersecting line of

the surface plane and the plane of light incidence.

POLARIZER

SAMPLE

ROTATING
COMPENSATOR

DETECTOR
EC-CELL

Figure 4.7: Spectroscopy Ellipsometry adapted to the Electrochemical Cell.
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5
Cu single crystals in HCl solution

This chapter discusses the Copper-chloride complexes as well as the mechanical and kinetic reactions

that occur in the Cu(111) and Cu(110) surfaces.

5.1 Copper-Chloride complexes

Most theoretical and experimental studies have been done for copper surfaces exposed to eletrochemical

reactions in hydrocloric solutions and the obtained results indicate the occurrence of different Cu-Cl

complexes in the solution and mainly at the interface region. Generally speaking there are exist several

types of ionizations of Cu, both cupric (Cu(II)) and cuprous (Cu(I)) chloride complexes have several

forms. For Cu(II) there exist at least five possible species: Cu2+, CuCl+, CuCl2, CuCl−3 , and CuCl2−4 ,

whereas for Cu(I) there are at least six possible complexes: Cu+, CuCl, CuCl−2 , CuCl−2
3 , Cu2Cl2−4 , and

Cu3Cl3−6 . The distributions and ratios of such complexes depend strongly on the concentration of copper

ions and the free chloride concentration [42]. For systems under electric potential control, such potential

can influence the ratio of the complexes as well. J. J. Fritz [43], calculated the concentration of Cu(I)-Cl

complexes vs. HCl concentration as the solvent for the solid CuCl. As a result, Fig. 5.1 (from J. J.

Fritz[43]) represents the pertinent fractions of those complexes. Therefore, one can conclude that under

thermodynamic equilibrium, in a system of Cu in dilute HCl solution the predominant complex is CuCl−2 .

The relative stability of Cu(I)-Cl and Cu(II)-Cl complexes at different temperatures have been discussed

further in [42, 44, 45].
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Figure 5.1: Distribution of dissolved CuCl between single, doubly, and triple charged complexes as a
function of the HCl molarity at 25 °C (graph taken from J. J. Fritz [43]).

Another relevant fact about copper-chloride species is that the coordination by chloride ions stabilizes

the Cu(I) species so that the oxidation/reduction of Cu is done in the following steps (Cu ←→
Cu(I)←→ Cu(II)) rather than direct. Under potential control, however, the occurrence and stability of

Copper-chloride compounds can be considered in more detail by the so called Pourbaix diagrams[45, 46].

Pourbaix diagrams are representatives of different stable phases over the specific ranges of applied

potential with respect to the pH of the electrolyte solution. The Pourbaix diagram for the aqueous

copper-chloride ([Cl−] = 355 ppm) system is shown in Fig. 5.2. The chloride concentration of 355 ppm

is exactly the same as the concentration of a 10 mM HCl solution, which was used in the experiments

of the present thesis. For pH = 2, at negative potentials, there is a range where Cu is stable. Moving

to potentials more positive than the hydrogen evolution potential, CuCl−2 occurs and becomes more

stable related to metallic Cu. Further, a solid CuCl phase might form from the metallic Cu or from the

Cu+ species. If the potential is set more positive than +0.4 V, copper starts to dissolve as Cu2+. It

is important to note the possible stability range for each component that might not be readily deduced

from a Pourbaix diagram.
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Figure 5.2: Pourbaix diagram for the aqueous copper-chloride ([Cl−]= 355 ppm) system. The chloride
concentration of 355 ppm is the same as the concentration of a 10 mM HCl solution, which was used for
the present Thesis. Figure taken from [47].

Based on the Nernst equation for any redox couple there is a standard potential E0 which describes the

relative concentrations of the redox species and the applied potential E as follows:

ox+ ne− 
 red,

E = E0 +
0.059

n
log

[ox]

[red]
, (5.1)

where the parameters inside the square brackets account for the related activities (or equivalently, the

concentrations for diluted solutions) of the species. This means that at the standard potential E0, the

relative concentration (or activity) of the redox couple is 1, and if the potential is shifted from the

standard potential, the relative concentrations of the redox couple change as well. The regions where

metallic Cu is stable are called immunity regions, corresponding to more negative potentials. On the
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other hand, there are potential ranges where Cu(I) or Cu(II) are stable with respect to Cu. These are

called corrosion regions. At higher pH values copper oxides form and passivate the surface. These areas

in the Pourbaix diagrams are classified as passivity regions.

5.2 Cyclic voltammogram of Cu (111) and Cu (110)

Figure 5.3 shows the cyclic voltammogram (CV) results for Cu(111) in 10 mM/L HCl solution measured

at a rate set to 20 mV/s. The potential window is limited between −10 and −730 mV, thus avoiding

Cu2+ dissolution in the anodic direction and the hydrogen evolution reaction (HER) in the cathodic

direction. The characteristic peaks of the specific adsorption and desorption of Cl are labeled in Figure

5.3 with A in the anodic and with A' in the cathodic scans, respectively. These assignments are based

on previous studies of the Cu(111) HCl system. The potential range above peaks A and A' is related

of a double-layer region with a geometry (
√

3 x
√

3) R30° Cl− adsorbate-induced structure as confirmed

previously by electro-chemical scanning tunneling microscopy (EC-STM)[48]. At more negative potentials

before peak A and after A' a (1x1) bare Cu(111) surface is observed[48]. The overall integrated charge

transfer in A is almost the same at different scan rates as can bee seen in figure 5.5. An ideal (
√

3 x
√

3)

R30° coverage on the Cu(111) surface with Cl− comprises 5.87x1014 Cl-ions per cm2, which corresponds

to an ionic charge in the inner Helmholtz layer(IHL) of Q = 94µC/cm2. Respective calculations for

the charge transfer in the case of the Cl desorption in peak A' require a decoupling of the overlapping

Faraday current of the HER. The charge transfer remained, nevertheless, roughly a factor of 2 larger

than that in the Cl adsorption peak A. In order to observe this, the exponential Faraday current needs

to be subtracted from the total cathodic current.

The difference between electron charge transfer ( Cl− adsorption and Cl− desorption) was already

observed in previous studies of the Cu surface in acidic environments [48]. This difference is attributed to

the so-called Frumkin effect [20], which describes a charge inversion at the electrode surface resulting from

specific anion adsorption at cathodic potentials. The latter case creates a negative proximity effect and

thus an enhancement of the adsorption and catalytic reduction of hydrogen. The attraction of cations like

H+ or H3O+ to the Cu(111) surface thus increases the exchange current density of the HER. Conversely, a

desorption of the Cl− reduces also the exchange current density of the HER, which explains the apparent

discrepancy in the amplitude of peak A' even after having subtracted the measured exponential increasing

Faraday current at more cathodic potentials.
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Figure 5.3: Cyclic voltammogram for Cu(111) in 10 mM of HCl recorded at scan rates of 20 mV/s a (
√

3
x
√

3)R30° is seen between -600 and -450 mV in anodic direction.

Figure 5.4 shows a CV recorded for the Cu(110) surface with a scan rate set to 20 mV/s. The scanning

range from -60 to -600 mV is again limited by the Cu2+ dissolution in the anodic and by the hydrogen

evolution reaction (HER) in the cathodic scan, respectively. In the case of the Cu(110) surface, high Cu2+

dissolution as well as hydrogen evolution rates are avoided to prevent irreversible surface modifications

[49]. In between are observed two characteristic peaks in the anodic as well as in the cathodic scan

direction in agreement with previous studies [50, 7] These both relate to the Cu(110)-surface reactions

with Cl ions and are labeled with A/A' and B/B', respectively (Figure 5.4). A and A' are assigned to a

Cl-adsorption and desorption, respectively. Both amplitudes and shapes of the peaks labeled as B and B'

depend strongly in contrast to A and A', on the scan speed. B and B' as well as the plateau region with

elevated Faraday current at potentials more positive than B and B', result from reactions where Cu-Cl

precipitates near the surface. The following reaction steps are commonly accepted :

1. Cl−aq 
 Cl(ad)

2. Cu(bulk) + Cl(ad) + Cl−(aq) 
 [CuCl2]2(aq)

3. Cu(bulk) + Cl(ad) 
 CuCl(s)

Reaction 3 creates the passivating aggregate layer that covers the Cu surface and thus inhibits the further

Cu-Cl interactions. It was also shown in reference [50], that the adsorption of Cl− initiates a sequence of

morphology transformations at the Cu (110) surface.
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Figure 5.4: Cyclic voltammogram for Cu(110) in 10 mM/LHCl recorded at a scan rate of 20 mV/s.

The description of the peaks in the cyclic voltammogram of Cu (110) is significantly more complicated

than the above description, however all the respective reactions take place. A more detailed description

is carried out in chapter 6 where, with the aid of RAS and with half cycles in both cathodic and anodic

directions, the mixing up of the corresponding reactions at certain applied potentials is shown.

5.2.1 Importance of the Scan Rate

As it is shown in Figs. 5.5 and 5.6, as the scan rate is variated from 20 mV down to 2 mV per second,

there is clear a shift in peak A in copper (111) from -360 up to -450 mV and for copper (110), for peaks

A and B there is a shift around 40 mV at more negative potentials. Note that the change for (110) is

not as big as for (111). This shift in the peaks is due to different scan rates.

Therefore, the scan rate of the experiments controls how fast the applied potential is scanned. Faster scan

rates lead to a decrease in the size of the diffusion layer; as a consequence, higher currents are observed

[22]. For ideally electrochemically reversible electron transfer processes involving diffusing redox species,

the Randles-Sevcik Eq. 5.2 describes how the peaking currents in our copper single crystals could increase

linearly with the square root of the scan rate v(V s−1):

ip = 0.446nFAC0

(
nFvD0

RT

)1/2

, (5.2)

where n is the number of electrons transferred in the redox processes, A(cm2) is the electrode surface area,

D0 (cm2s−1) is the difussion coefficient of the oxidized analyte, C0 (mol cm−3) is the bulk concentration

of the analyte, and F F is the Faraday constant.
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CHAPTER 5. CU SINGLE CRYSTALS IN HCL SOLUTION

Figure 5.5: Cyclic currentpotential plots for Cu(111) in 10 mM/LHCl recorded at different scan rates (2
mV/s, orange; 5 mV/s, blue; 10mV/s, red; and 20 mV/s, black). The inset shows the shifts in peaks as
a function of the scan rate.

The Randles-Sevcik equation can hints indications as to whether an analyte is freely diffusing into the

solution. As analytes can sometimes adsorb to the electrode surface, it is essential to assess whether an

analyte remains homogeneous in solution prior to analyzing its reactivity. In addition, to verify that the

analyte is diffusing freely the RandlesSevcikequation may be used to calculate the diffusion coefficients.
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Figure 5.6: Cyclic currentpotential plots for Cu(110) in 10 mM/LHCl recorded at different scan rates (2
mV/s, orange; 5 mV/s, blue; 10mV/s, red; and 20 mV/s, black). The inset shows the shifts in peaks as
a function of the scan rate.

All these reactions related to peak shifts are related to a change in scan rate, but the mechanism that

controls this process is not yet described.

5.2.2 Mechanism for overpotentials

In the literature the activation overpotential is mentioned in connection with:

� Surface conversions preceding the electron transfer; including rearrangements of reactant

molecules, adsorption to the electrode surface, chemical reactions such as protonation or complex

disassociation, etc.

� Electron transfer at the electrode surface.

� Surface conversions following the electron transfer; including chemical reactions, desorption from

the electrode surface, insertion of metal cations into the crystal lattice, etc.

The use of the term overpotential in this thesis, in general, corresponds to a specific type of overpotential

(activation overpotential). As will be mentioned in the following chapter, concentration changes in the

bulk of the electrolyte are not expected. All currents measured in the CV experiments are those from

sub-monolayer adsorption, dissolution, etc; therefore the mechanism that controls our system is by an
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CHAPTER 5. CU SINGLE CRYSTALS IN HCL SOLUTION

activation barrier. The assumption was tested already before by correcting our CV measured at different

scan speeds. Therefore, we assume that the overpotential n is connected to the measured current by:

j = j0exp(αF
n

RT
). (5.3)

Equation 5.3 corresponds to the Butler-Volmer equation. As shown in Fig. 5.7, below the maximum

current peak at potential around -375 mV, this peak match for all CVs after a respective shift of the

potential U which was calculated by adapting only j0 and α.

Figure 5.7: CVs of Cu (110) of the correction overpotential for different scan speeds given by the
Butler-Volmer equation 5.3, the dashed lines are a guide to the eye to distinguish the potential at which
the peaks of different scan speed match.

In Fig.5.8 shows the shift of the peak potential with different scan speeds rates. At the lowest scan speeds,

the peak potentials tend to convert to the equilibrium potential as it was found with the ButlerVolmer

equation 5.3 above, and also with impedance experiments.
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Figure 5.8: Black squares track the maximum of peak A appearing in CV experiments for Cu(110) in
HCl solution at different scan speeds. The fit is indicated with a red line.

46



6
Results and discussion

6.1 Adsorbate Isotherm Analysis by Reflection Anisotropy

Spectroscopy of Cl– on Copper (110) in Hydrochloric

Acid

When foreign ions or molecules adsorb on metals they cause changes in their surfaces. Such surface

modifications are complex and deserve detailed studies in any environment. As a matter of fact, in

ultra-high vacuum (UHV), molecular chlorine (Cl2) adsorption on Cu(110) has been extensively studied

with scanning tunneling microscopy (STM) and low energy electron diffraction (LEED) [51, 52]. In

liquid environments, atom species are prone to alter the liquid-metal interface in a different way; i.e.,

ions are adsorbed instead of neutral atoms and molecules. In electrochemical conditions, for instance,

electron-based probes (like LEED) are clearly incompatible, and therefore non-invasive analytical

techniques are much preferred

Specifically, we demonstrate the power of RAS as an analytical probe capable to measure the complex

reaction of chlorine ions Cl– adsorption on low index metal surfaces. A special attention is paid on the

possibility to quantify certain surface structures and to derive respective thermodynamic potentials. In a

previous work we could show by EC-STM that the Cu(110) surface structures change in several steps due

the anodic adsorption of cloride [50, 53]. Most prominent is the formation of a stripe/groove-structures

in the [001] surface direction. The latter are about 2.6 nm wide and keep a minimum distance of the

same order. A second major surface oxidation step results in a faceting of the surface. When using

the appropriate photon energy, in operando kinetic RAS is able to detect electrosorption isotherms of

Frumkin type for these Cl– induced structuring.

The relationship between the polarization optical response as determined with RAS and the adsorbate

induced surface structures on one hand, and to the currents measured (e.g., in cyclic voltammetry (CV))

on the other hand, needs to be clarified first.

6.1.1 RAS - a measure of surface adsorbates

Chemical bonds, whether they are of ionic, covalent, or even weaker of Van der Waals type, increase

the concentration of species (ions) at an electrochemical interface. In the picture of the electrochemical

double layer structure, such species are transferred either from the bulk electrolyte or from the outer to

the inner Helmholtz layer to the surface during the adsorption process [54]. The amount of adsorbed
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species is usually given in terms of the relative coverage:

Θ =
ΓI

ΓI,max
, (6.1)

which describes the fraction of the electrode surface coverage ΓI with respect to the maximum value

ΓI,max of the respective adsorbate type at a certain absorption site.

RAS measures at normal incidence, as a function of photon energy, the difference in reflectivity between

two orthogonal in-plane directions, rx and ry:

∆r

r
= 2

rx − ry
rx + ry

. (6.2)

The two reflectivities rx and ry are in general; i.e., in case of absorbing materials, complex entities leading

to relative amplitude and phase changes. In our experiments we measure both the real and imaginary

parts of ∆r/r. For a planar interface between two isotropic media, rx and ry can be calculated with the

Fresnel equations [55]. Our angle of incidence is φ ≈ 0. For an isotropic interface between the cubic

copper and the electrolyte (water), we would obtain ∆r/r = 0. The Cu(110) surface, however, appears

to be intrinsically anisotropic due to the reduced symmetry of the respective surface unit cell. Such a

situation can be approximated by a so called optical “3-phase model”. From now on, the interface is

represented by the half infinite substrate (our cubic single crystal Cu(bulk)), by the half infinite ambient

(electrolyte in our case), and in-between by an anisotropic interface layer of thickness d. The substrate

and ambient dielectric functions (DF) are εs and εa, respectively. The latter is a real number since the

ambient is assumed to be transparent (εa = n2
a). With the approximation d � λ (d . 1 nm) one can

show that [56, 57]:
∆r

r
= −i

4π
√
εa

λ(εs − εa)
d(εo,x − εo,y). (6.3)

For solid-liquid interfaces we derived the latter expression including the ambient DF εa which is set equal

to one in the majority of cases. For our purpose of low concentration hydrochloric acids, we use the

DF of pure water (εa=εH20 ≈ 1.33) [58]. For the substrate DF, we use the Cu-DF measured in-situ in

hydrochloric acids at electrochemical potentials where no surface adsorbates are detectable by EC-STM.

The Cu Bulk-DF has been obtained with an optical layer model where surface charges are take into

account in a separated layer contribution [7]. The term ∆(εd) = d(εo,x − εo,y) is regarded as the surface

dielectric anisotropy (SDA).

Accordingly, ∆r/r as measured by RAS, is proportional to the SDA. The complex proportionality factor

that includes the bulk dielectric properties is a constant, as we will consider only changes in the anisotropic

surface response at a single wavelength. Note that the amplitude of the optical anisotropies measured

during the chemical reaction are larger than the respective experiments performed in air or vacuum for

the substrates, because of the higher refractive indexes of the surrounding liquids.

The connection between the coverage Θ of a certain adsorbate and the change in the SDA requires a

critical analysis. Two major scenarios are conceivable. Surface adsorbates can change global surface

properties as a function of the surface coverage Θ. Likely is, e.g., a change in the electron excess Γe on

the metal side of the interface. Such assessment is generally accepted because the Mott criterion remains

always satisfied, and the copper surface maintains its metallic properties [7]. Indeed, spectroscopic

ellipsometry experiments have shown this proportionality by means of the ellipsometric angle ∆ and the

electron excess Γe [7].

A second part concerns local changes of the surface due to the adsorbed (Cl–) ions. The latter could

generate, for example, new electronic resonances at adsorbate sites or in-between them. Local morphology

changes like surface stripes, grooves, and facets which were reported for Cu(110)[50, 52], fall into the same

category. In the long wavelength limit, where lateral structures are assumed to be much smaller than the

wavelength, the measured SDA is an “average” between covered and uncovered surface areas. Without

screening effects the effective SDA becomes a linear combination between two different surface dielectric
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CHAPTER 6. RESULTS AND DISCUSSION

functions:

∆ ¯(εd) = Θ∆(εd)2 + (1−Θ)∆(εd)1, (6.4)

where 0 < Θ < 1 denotes the surface coverage. In the maximum screening situation the two states add

up reciprocally:
1

∆ ¯(εd)
= Θ

1

∆(εd)2
+ (1−Θ)

1

∆(εd)1
, (6.5)

which are the so called Wiener bounds [59, 60] and the actual value of the effective dielectric properties

appears between these two extreme cases depending on the geometry of the structure. Nevertheless, the

reciprocal averaging given by eq 6.5 is actually obtained only for a bulk structures consisting of 2D layers.

For 1D structures on a surface, the effective dielectric relationship tends to be linear. Furthermore, one

should note that Eq. 6.5 attains a linear dependency for the limit ∆ε0 � ε0.

6.1.2 The adsorption isotherm kinetics in RAS-transients

A comprehensive discussion of the physics and chemistry of adsorption isotherms was presented for

example by J.O’M. Bockris, et al. [21]. For the interpretation of our in-situ optical results, it is important

to bear the following aspects in mind.

The adsorbed (Cl–) ions may have a concentration cI in the bulk of the solution. The variation of

the coverage Θ, depending either on cI or the applied electrode potential, is known as the adsorption

isotherm. A typical surface has 1014 - 1015 cm−2 atoms in the uppermost layer, whereas the number

of adsorption sites is typically less. The used electrochemical cell employed in the present work, on the

other hand, has a volume of 1 cm3. By using an concentration of cI = 10 mM, the number of ions in

the solution is about 6× 1018 and is thus (3− 4) orders of magnitude higher than the number of possible

adsorption sites. Therefore, we regard the concentration cI in the bulk of the electrolyte as a constant.

The change in the Gibbs energy G of the electrochemical adsorption/desorption of an ion in equilibrium

is thus:

0 = ∆G = ∆G0 + eU + ∆GX(Θ). (6.6)

The first term (∆G0) in eq 6.6 contains the constant formation energy of the adsorption of an isolated

ion, and also includes the constant activity of the respective ion in the solution, kT ln(c0/cI). The

second term accounts for the applied working electrode potential U versus the reference electrode. In

a rigorous discussion it depends on the vertical position of the ion in the outer Helmholtz layer before

and in the inner Helmholtz layer after adsorption as well as on the water molecule configuration near the

surface. The third therm adds all contributions dependent on Θ. For T = 0 K and for the adsorption

of isolated ions it would be constantly zero and the surface coverage depending on the applied potential

would change as a step like function. However, at temperatures different from zero, at least an entropy

related continuous potential change has to be considered because the number of possible surface coverage

realizations has a maximum at Θ = 0.5 [20]. The simplest possible model, in which adsorption occurs, is

thus the so called Langmuir isotherm:

0 = ∆G0 + eU +
kT

n
ln

(
Θ

1−Θ

)
, (6.7)

where n is the number of ions and e is electron charge. RAS-transients should resemble the hereby

defined dependency of Θ on the applied potential U if we consider a linear relation between the SDA and

Θ (eq 6.4). A relatively simple extension of the Langmuir isotherm is the Frumkin isotherm where the

interaction between ions is taken in to account by an additional linear term in Θ [61]:

0 = ∆G0 + eU +
kT

n
ln

(
Θ

1−Θ

)
+ wΘ. (6.8)

Positive and negative values of w considers repulsive and attractive interaction between the adsorbed

species, respectively. Figure 6.1a shows a Langmuir isotherm (solid line) and two Frumkin isotherms

(dashed and dotted lines) in order to illustrate the connection to the RAS-Transient measurements which

will be discussed in section 4.
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Figure 6.1: Langmuir isotherm (solid line) and two Frumkin isotherms (w = −50 meV dashed and
w = +50 meV dotted lines) at room temperature (n = 1). a) depicts the coverage Θ and b) the
derivative of Θ, which is proportional to the current, both as a function of the changing potential.

At this point, the contributions due to the presence of the solvent has not yet included. The energy

required to desolvate the ion and to desorb water from the surface is kept unchanged and hence is

included in ∆G0. The entropy-related term changes if the number m of water molecules, which have

to desorbed from the surface upon the adsorption of one ion, is different from one. The latter aspect is

considered in the so called Flory-Huggins isotherm (statistics) [21]. Accordingly, eq 6.8 now reads:

0 = ∆G0 + eU +
kT

n
ln

(
Θ

(1−Θ)m

)
+ wΘ. (6.9)

Values m > 1 induce a broadening of the Frumkin isotherms while values m < 1 yield in a compression.

The value of m for the adsorption of Cl– ions on Cu(110) in electrolyte is unfortunately unknown.

To provide an informative basis, STM experiments for water molecules adsorbed on Cu(110) in UHV

environment [62] as well as with ab-initio calculations for the water absorption in equilibrium with water

in gas phase [63] are considered. Accordingly, the water molecule concentration at the surface is about

0.5-0.7 times the number of the upper most Cu atoms per unit area. The lattice constant of the Cu(110)

surface unit cell is 0.363×0.256 nm. The ionic diameter of Cl– is 0.362 nm. As mentioned already the

true configuration is unknown for the solid liquid. Therefore, we use in the following discussion value of

m =1 and 0.6 as upper and lower boundaries.
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J.O’M. Bockris, et al. [21] pointed out that Frumkin isotherms are probably not sufficient to represent

the adsorption of ions. They describe two different interactions upon ion absorption. The first one is

a lateral repulsive component due to coulomb interactions which for small coverages is proportional to

Θ1/2. A second component is an attractive lateral dispersive interaction which is for small coverages

proportional to Θ3. However, the underlying model suppose a homogeneous distribution of the adsorbed

ions at the surface which is, as we will discuss later, questionable in case of the Cl– adsorption on

Cu(110). Nevertheless, repulsive as well as attractive potentials are conceivable and deviations from the

Frumkin-like isotherm are possible. The Langmuir isotherm, however, has a benchmark character. At

room temperature, for instance, an electrochemical adsorption process will extend over 150 mV if we

consider: (i) only one type of adsorption site, (ii) a non-dissociative desorption/adsorption process, (iii) a

vanishing overall lateral interaction (w = 0), (iv) m = 0.6, and (v) a quasi static change of the electrode

potential. As depicted in Figure 6.1, an overall repulsive lateral interaction results in a broadening of the

process, while attractive interactions compress it. A similar effect is obtained for different values of m.

Quantities bigger or smaller than one induce broadening or compression, respectively.

6.1.3 Relation to electric currents in CV

Several processes at the solid-liquid interface contribute to the measured currents over the applied

electrode potential range in CV. For Cu(110) in hydrochloric acid the electrochemical window is limited at

negative cathodic potentials by the hydrogen evolution reaction (HER) and at positive anodic potentials

by the copper dissolution as Cu++. In-between these potential ranges a number of Faradaic and non

Faradaic processes including the adsorption of Cl– ions take place. The total electrical current is

approximated by three principal contributions:

I[U(t)] = C
dU

dt

∣∣∣∣
Θ︸ ︷︷ ︸

(1)

+nΓI,maxA
δΘ

δU

dU

dt

∣∣∣∣
Γfree︸ ︷︷ ︸

(2)

+
A

RCT
f(U(t)− U0′)

∣∣∣∣
Θ,Γe︸ ︷︷ ︸

(3)

. (6.10)

In eq 6.10, term (1) considers the charging of the interface due to the applied potential. The capacitance C

is a constant only in the very simple Helmholtz double layer model, which implies that any charge excess

on the metallic face and the counter-charge in the solution resides planar at the interface; otherwise, it

is a function of the charge density σ and thus depend on the applied potential. In the latter case the

constant C has to be replaced by C + U(t)(δC/δU). In CV experiments the potential sweep is linear in

time and dU/dt is constant. The related change in the electron excess dΓe ∝ C, which could show up

as a continuous background in RAS-transients, are small compared to the respective changes during the

adsorption of ions [20, 7].

Term (3) in eq 6.10 represents a Faradaic (charge transfer) current due to a redox reaction of diluted

ions. This term considers, for example, the HER or the dissolution of the electrode at the edge of

our potential window. The measured current depends on the applied potential U , the surface area A

and the charge transfer resistance RCT (the exchange current density J0 ∝ 1/RCT ). In contrast to

the hetero-epitaxial adsorption and desorption of ions, the HER and the copper dissolution as Cu++

remains in a non-equilibrium state within the experimental time frame. In the Butler-Volmer theory the

function f(U −U0′) is an exponential relation, where U0′ = ∆G0/e is the standard equilibrium potential

of the respective reaction. In the limit of small currents, the electrode surface does not change upon

such reactions and the optical response remains constant. The copper dissolution in our particular case,

appears in EC-STM as an step flow and the general appearance of the surface does not change. At higher

dissolution currents, however, roughening sets in and causes clear changes in the RAS response.

Contribution (2) in eq 6.10 takes into account the adsorption and desorption of an ion (Cl–). The

measured current and thus the change of the electronic excess Γe, is proportional to the change of the

surface coverage Θ. Note that the sum of all charges on both sides of the interface has to be zero. “The

countercharge to the electronic charge can be divided into the charge stored in the diffuse double layer
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and the charge stored in the adsorbate” (Schmickler and Santos [20]). The charge stored in the adsorbate

is obviously proportional to the number of adsorbate ions ΓI = ΘΓI,max (eq 6.1). The number of ions in

the diffuse double layer we call Γfree. In term (2) of eq (6.10), Γfree is kept constant because the relative

small capacitive currents were already considered in term (1).

We can conclude that the surface optical anisotropy measured by RAS changes in proportion to the surface

coverage, whereas the current measured in CV contains the time derivative of the surface coverage. The

time (potential) derivative of the RAS-transients should therefore selectively resemble all such peaks

measured in CV which relates to adsorption and desorption processes changing the surface anisotropy.

The measured amplitude depends on the type of absorption and the chosen photon energy (wavelength).

The potential evolution of the surface coverage and thus the RAS transient is finally determined

by the respective isotherm (Figure 6.1b). The latter correlation is only correct for quasi static

potential changes. Under such conditions the current maximum appears in anodic and cathodic scan

direction at the same potential without overpotentials. In case of a vanishing lateral interaction

(w = 0), the standard equilibrium potential is U0 = ∆G0/e. In real experiments, however,

currents can only be measured at finite scan speeds. In our particular case it turned out that

the Cu(110) surface is additionally irreversibly harmed at very low scan speeds (<0.5 mV/s)

after a few cycles, therefore we have chosen a scan speed of 1 mV/s for the experiments.

The resulting overpotentials were determined by means of CV experiments with different sweep

rates (not shown here). For 1 mV/s we found activation overpotentials smaller than 2 mV.

6.1.4 Results and Discussion

Figure 6.2 shows a sequence of CV’s with a common scan rate of 10 mV/s for Cu(110) in a HCl solution

(10 mM). The potential window spans a range from -90 to -516 mV limited by the copper disolution as

Cu++ in the anodic and hydrogen evolution reaction (HER) in the cathodic direction. The full range

CV depicted by the solid blue line confirms the typical line shape of Cu(110) [50, 7] with two quasi

redox coupled peaks. Two oxidation peaks in anodic direction are labeled A and B/C. In reference 50

we have discussed in detail by means of EC-STM results the correlation of these peaks with changes

in the structures. With the assumed Cl– adsorption occurring at peak A, we observe the formation of

stripes/grooves extending in the [001] surface direction (upper EC-STM inset in Figure 6.2). At more

negative potentials from peak A, the surface appears adsorbate-free and we could resolve the 1×1 Cu(110)

unit cell. At more positive potentials the surface undergoes a complete faceting (lower EC-STM inset in

Figure 6.2). Possibly at the same time a [CuCl2]
– dissolution as well as the formation of a CuCl aggregate

film sets in. It extends as a plateau-like current due to kinetic limitations in the mass transport through

the aggregate film or of the [CuCl2]
– complex in the electrolyte [50, 64].

The two reduction peaks in cathodic direction are denoted with D and E/A', respectively. In this potential

range the surface returns in the pristine state with wide terraces showing EC-STM again the 1×1 Cu(110)

unit cell. As will be discussed further, these peaks are more complex in a sense that they do not reverse

as ordinary redox couples peak A, B, and C.

In this work we have studied the surface properties by RAS and CV under quasi static potential changes

(regarding the Cl– adsorption) with a scan rate of 1 mV/s. Kinetic effects due to diffusion and activation

barriers are thereby almost omitted for all surface modifications. As pointed out before, even lower

sweep rates could damage the sample but peak positions do not change further. In this regard, extended

anodic dissolution would cause surface roughening, and at cathodic potentials hydrogen may creep into

the copper bulk inducing irreversible changes. For the single wavelength RAS-transients we have chosen

a photon energy of 2.3 eV (539 nm). It was selected from spectral resolved RAS measurements at fixed

potentials [50] where the real part of ∆r/r at 2.3 eV turned out to be very sensitive to the Cl– adsorption.

Figure 6.3 shows a CV as a function of time/potential measured at 1 mV/s together with the parallel

52



CHAPTER 6. RESULTS AND DISCUSSION

- 5 0 0 - 4 5 0 - 4 0 0 - 3 5 0 - 3 0 0 - 2 5 0 - 2 0 0 - 1 5 0 - 1 0 0
- 1 . 0 0

- 0 . 7 5

- 0 . 5 0

- 0 . 2 5

0 . 0 0

0 . 2 5

0 . 5 0

0 . 7 5

1 . 0 0

[ 1 - 1 0 ] [ 0 0
1 ]

E / A ' D

 

 

J (
µA

/cm
2 )

U  ( m V )

B / C

[ 1 - 1 0 ] [ 0 0 1 ]

A

Figure 6.2: Sequence of cyclic voltammograms of Cu(110) in 10 mM HCl recorded at a the sweep rate of
10 mV/s. The potential is referenced vs. Ag/AgCl in 3 M NaCl. The upper EC-STM image shows the
typical surface structure in the potential range of peak A, whereas the lower EC-STM image shows the
faceted surface structure as it is found for potential more positive than peak B/C and D [50].

recorded real part of ∆r/r. In the CV response shown in (Fig. 6.3a), the HER appears now with higher

relative currents and peaks B and C seem to be quenched or redistributed. As shown by EC-STM

experiments, the peaks B/C depend very much on the scan speed indicating different kinetic properties

of the contributing processes [50]. The currents measured at potentials more anodic than peak A, include

a diffusion limited dissolution of [CuCl2]
– [64]. The solubility of this cooper-cloride complex is low but

still higher than that of the bare copper dissolution as Cu+ ion and, at even more positive potentials

above about -150mV, it vanished by the copper dissolution as Cu++.

The currents measured in the first half of the subsequent cathodic scan (blue line) are interpreted as

a superposition of the partial redeposition of copper (Cu++) and the ongoing [CuCl2]
– dissolution and

therefore the overall current remains positive. In the second half the diffusion limited redeposition of

copper clearly overlaps with defacetting which was detected in connection with the two cathodic peaks

D and E/A'. Basically, the CV resembles all the features known from higher scan rates. Note that are

slightly shifted in potential due to the vanishing activation overpotentials.

The temporal RAS transient of the real part of ∆r/r at 2.3 eV (Figure 6.3b) nicely resembles the step

wise change as expected for a Frumkin isotherm like adsorption/desorption (section 2); (Figure 6.1a).

The RAS transient exhibits four sections in anodic as well as in cathodic direction. It is worth to mention

that the kinetic behavior of the RAS signal remains basically unaltered also for measurements with faster

scan speeds.

The first section from -450 up to -400mV in anodic direction corresponds to the HER with relatively

strong Faradaic current. The RAS signal at 2.3 eV is not at all affected by this process. It is not shown

here, but this independence is observed also at all other accessible photon energies between 1.5 and 5 eV

(825-248 nm). Deviations, which emerge at 3.5 eV in this potential range, are clearly independent from

the Faradaic current of the HER and are not further discussed here. Note that the capacitive charging of

the interface due to the potential variation (term 1 in eq 6.10) is also not detectable - neither at potentials

below -400 mV or at potentials higher than -300mV.
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Figure 6.3: Comparison of the current (red and blue line in panel a) and the real part of ∆r/r measured
in a RAS transient at 2.3 eV (black squares in panel b) over a CV loop with 1 mV/s. The green line
in panel b was smoothed with a Savitzky-Golay smoothing algorithm in order to highlight the potential
dependency of the RAS transient. The black lines in panel b are adapted as a guide to the eye, and
represent the Frumkin isotherm line shapes based on the fitting shown in Figure 6.4. The potentials are
referenced vs. Ag/AgCl in 3 M NaCl.

The second part in the anodic scan direction from -400 up to -350mV is characterized by a rapid change

of the RAS signal from (-2.1 to -0.5) x 10−3. This change of the optical anisotropy matches to peak A in

CV and appears at potentials where the adsorption of Cl– induce the formation of stripe like structures

at the surface. The respective oxidation process completes in a remarkable narrow potential range of ≈
50 mV. Considering the Frumkin isotherm-like line shape this would indicate a negative w-value.

The third part from -350 up to -270 mV differs from the previous one by a shallower slope of the

RAS-transient. The real part of ∆r/r changes here from (-0.5 to 0.5)x 10−3. The potential range

matches with the formation of the surface facets. But in CV we can not recognize an oxidation peak at

these potentials anymore. The faceting process recorded in RAS and the current maximum, which is now

shifted to higher potentials, are thus denominated with two different labels B and C. At scan speeds of

10 mV/s they are merging together.

In the fourth part, from -270 up to -150 mV, the RAS response almost stabilizes at a value of 0.7 x

10−3. In particular, we cannot recall any connection between the broad current maximum C and the

remaining slope of the RAS transient. The ∆r/r signal changes only due to modifications in the surface

properties; for instance, as induced by the adsorption of Cl– ions. The current at maximum point C,

which shows up only in CV (Figure 6.2 and Figure 6.3a), is attributed to the diffusion hindered copper

dissolution of [CuCl2]
– while the surface properties do not change. The same argument applies for the

copper dissolution as Cu++ at the positive end of the investigated potential range. The RAS signal does

not change, although the current exponentially increases. The very small positive slope in the real part

of ∆r/r above -300 mV continues in the following cathodic scan direction. We attribute this slope to a
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CHAPTER 6. RESULTS AND DISCUSSION

marginal roughening or to an accumulation of the CuCl aggregate film at the surface.

The local minimum in the current, after changing the potential sweep direction due to the partially

redeposition of copper as Cu++, is again not changing the RAS signal. Thereafter follow two section

where the RAS signal step wise changes back to negative values. The two changes in RAS are labeled

with D and E/A'. The process D and E/A' reverses in a way the changes induced by B and A. The overall

appearance resembles again a Frumkin isotherm like behavior. On the other hand, slopes, amplitudes

and potential positions deviate from the line shape of B and A. The most obvious difference, however, is

that both coincide now with respective negative peaks in the CV. The chemical pathway, which finally

restores the smooth pristine Cu(110) surface, obviously differs significantly from the reaction steps in the

anodic scan.

According to eq 6.10, the first derivative of the potential dependent RAS signal should equal the measured

currents for all those reaction which change the electrode surface anisotropy. Figure 6.4 shows a respective

comparison between the numerical derivative of the RAS transient vs. potential (green line) to the anodic

(red) and cathodic (blue) currents. In this representation the strong correlation between the RAS response

and the currents of peak A and the two reduction peaks D and E/A' becomes clear. Note that the

process contributes with different proportionality factors; hence the relative amplitudes can not be correct.

Nevertheless, the derivative of the RAS transient recalls precisely all sharp current peaks in CV. In case

of the HER and the copper dissolution as (Cu+/Cu++)/re-adsorption, the surface appears quasi static.

These processes superimpose only the currents measured in CV but the derivative of the RAS signal is

constantly zero. The latter fact again underlines that term (1) in eq 6.10 does also not contribute to the

changes in the RAS signal either.
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Figure 6.4: Derivative vs. potential of the real part of the RA transient measured at 2.3 eV (green line)
and the CV-current (red and blue line) both measured parallel with a sweep rate of 1 mV/s. The black
lines represent a numerical fit with Flory-Huggins isotherms. The potential is referenced vs. Ag/AgCl in
3 M NaCl.

In particular, it becomes clear in such comparison that the anodic B/C current peak, which is measured

in CV’s at higher sweep rates, has two components. The first part, denoted with B, corresponds to an

adsorption induced faceting. The second part is related to the diffusion limited dissolution of e.g. [CuCl2]
–.

The selective sensitivity of the RAS signal to surface modifications is used to analyze the underlining

adsorption/desorption processes concerning their thermodynamic properties. Assuming Frumkin

(Flory-Huggins) type isotherms we apply a parametric fit of eq 6.9 to the derivative of the RAS-transient.
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Peak w in meV ∆G0 in meV
A -40 (-50) -354
B +25 (+15) -349
D -35 (-45) -379

E/A' -38 (-48) -428

Table 6.1: Parameters w and ∆G0 = U0e obtained by a numerical fit of the first derivative of the RAS
transient (Figure 6.3 with Flory-Huggins isotherms (n = 1, m = 0.6 (m = 1)). The error of all values is
estimated with ±5 mV. The potentials are referenced vs. Ag/AgCl in 3 M NaCl.

Therefore we numerically solved eq 6.9 for Θ and calculated the derivative according to the potential. By

fitting the derivatives it is not necessary to consider absolute anisotropies and the individual processes

separate. Each of the four peaks is fitted with a single Flory-Huggins isotherm and adapted with an

individual proportionality factors. The Amplitude values have right now no physical significance and will

not be discussed further. For all processes we have assumed n = 1 and m = 0.6 (m = 1). The obtained

w and ∆G0 values are summarized in table 6.1. The fit result with the four different contributions for

m = 0.6 is shown in Figure 6.4 with black lines. For demonstration, the result is added by black lines

also to Figure 6.3. Note, amplitudes and offsets of the different contributions are arbitrarily chosen in

Figure 6.3.

For peak A we obtain with the fit a lateral attractive interaction of wA =-40 meV (-50 meV) between the

adsorbed Cl– ions or thereby formed Cu-Cl– complexes. The formation potential is ∆G0,A =-354 meV.

Note that the latter value do not coincide with the peak maximum. Just in case of a vanishing lateral

interaction (w = 0) both the ∆G0 and current maximum match. The integrated current of peak A

discloses that the amount of adsorbed ions is less than a mono-layer [50] and EC-STM has shown that

the starting point of the adsorption of Cl– coincides with the formation of stripe like structures in the [001]

surface direction. To form these structures, attractive forces along the rows are conceivable, regardless

of their type.

The second surface oxidation step -peak B- appears much wider and overlaps strongly with process A.

According to the EC-STM experiments [50], the faceting finishes right after peak A. Afterwards, the

surface structure, as imaged by EC-STM, is left without changes. The isotropic dissolution may result in

the movement of the facets but the integrative appearance probed by optics remains constant. A closer

inspection of the EC-STM images near peak A, however, shows already the parallel evolution of surface

stripes and facets. In the upper inset in Figure 6.2 one can already observe first facets while the stripe

structures in the middle of the EC-STM image are not yet fully formed. A separation of both processes

in quasi static experiments is thus only at reduced temperatures possible. The adsorbate which induce

the faceting at process B is clearly of repulsive type (wB =+25 meV). Obviously the lateral Coulomb

repulsion is getting stronger as more negative ions are collecting at the surface. Together with attractive

forces to the Cu substrate, the faceting becomes comprehensible.

The absence of a respective peak B in the CV could have several reasons. The facets could require a

relatively small number of ions or a redistribution in terms of a phase transition. Furthermore conceivable

is also an exchange of the adsorbed Cl– ions by an oxygenated species as described in reference 65.

The fit results for the peaks D and E/A' underline again the mentioned differences compared to peak A

and B. Neither the formation potentials nor the values for the lateral interaction w coincide as expected

for redox pairs. Additional insights are obtained from Figure 6.2, which shows a sequence of cyclic

voltammograms (10 mV/s) with different anodic turning points. From this sequential scan it becomes

evident that oxidation peak A and reduction peak E/A' form at least a “quasi” redox pair. These

two peaks depend on each other and the w value matches within the approximated error limits. But

the potential of the maximum current depend on the time in which the copper electrode was in the

“[CuCl2]
– ” dissolution range before.

Peak D, on the other hand, emerge always at the same potential alongside to the defaceting, but its
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amplitude is maximized just after the scan evolves to the constant current region. In another experiment,

which is not shown here, both the potential positions and shape of the current peaks D and E/A' are the

same, whether a 10 mV/s sweep up to -80 mV is made or by keeping potential constant at -250 mV for

the respective time. D and E/A' current peaks on one hand and the defaceting and the disappearance

of the surface stripes/grooves on the other hand both belong to the same processes if we keep in mind

the perfect match of the current and the derivative of the RAS-transient. Furthermore the RAS signal

reverses in a way the respective changes. But the chemical process behind seems to be different and

involves the reduction of the before dissolved [CuCl2]
– or the CuCl aggregate film or other species.

6.2 Cloride induced surface states at the solid-liquid

interface of Cu (110)

The identification of specific surface states (SS) on noble metals in ultrahigh vacuum (UHV) was first

achieved with photoemission experiments and respective ab-initio calculations [66, 67]. In addition, the

ability of some optical spectroscopies to exploit polarized light in place of electrons is giving researchers

a new way of probing fundamental interactions of SS in non UHV conditions. In this regard, the subject

of SS at the copper (110) surface was discussed in several previous publications. In particular, we

mention here the pioneering work of E. E. Barritt, P. Weightman, et al. They have shown that reflection

anisotropy spectroscopy (RAS) is a versatile optical probe to assess the formation of anisotropic surface

properties of Cu (110) in electrolyte environments [1, 68]. However, the proposed interpretation of

their experimental results poses some challenges. In-situ RAS is a complementary method applicable

during sample preparation and complies the advantage that surface transformation can be monitored in

a relatively easy way. Spectral features in RAS have been addressed as specific SS [69, 70, 18] in the

framework of all these experiments and theoretical approaches. An unambiguous identification of related

electronic properties interfaces is considerable more difficult in solid-liquid interfaces due to the limited

applicability of electron-based techniques and also theoretical ab-initio approaches are demanding. In

connection with our work on Cu (110), we should mention also the controversially discussed results for

Au (110) in electrolyte [71, 72] as well as the early work of M. Kolb, et al., on Ag(100) [73].

Results from in-situ electrochemical scanning tunneling microscopy (EC-STM) [74, 50, 53] and impedance

spectroscopy measurements presented in the following, indicate that the Cu(110) surface in hydrochloride

acid (HCl) show a complex behavior depending on the applied potentials. It is therefore necessary to

clarify the current interpretation in the literature [1], [68]. Possible reasons for misinterpretations arise

from the high sensitivity of the surface to oxygen [65] which will be considered in more detail in a

subsequent publication. In Ref. [50] we have discussed by means of EC-STM the step wise transformation

of the Cu(110) surface from the pristine state, showing the 1×1 upper most copper surface atoms as due to

a chloride induced faceted surface with increasing anodic potentials. The latter facets were also observed

upon Cl– deposition in UHV [52]. At intermediate potentials, we have observed groove- or chain-like

structures oriented along [110] [50]. Unfortunately, it was not possible to obtain atomic resolution of the

chain structure. Wan and Itaya reported the same interface with EC-STM and they observed a Cu-Cl

ad-row structure also parallel to [110] but with much smaller distance to each other [74]. Whether these

findings share the same origin remains an open question, despite both structures are obviously induced by

anion adsorption. As a matter of fact, quasi static experiments show that Cl adsorbs with an attractive

lateral interaction, which is seemingly responsible for the chain-like structures[49].

In this work, impedance spectroscopy is used in order to obtain precise information about the potentials

related to thermodynamically stable surface structures. Furthermore, based on the RAS results, we

identify characteristic surface resonances at potentials of the previously measured self ordered surface

stripes and grooves. A simple scheme based on a lateral surface quantum well is proposed to explain the

observation of bands at specific intermediate potentials.
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6.2.1 Experimental

Impedance Spectroscopy

Electrochemical impedance spectroscopy (EIS) is widely used in electrochemistry to study solid/liquid

interfaces processes [75]. EIS determines, at a fixed electrode potential, the complex impedance Z as

the ratio between a superimposed alternating electrode potential and the respective current, for different

frequencies ω. Nyquist plots, where the imaginary part Im[Z] is plotted against the real part Re[Z]

for all measured frequencies ω, allow for an intuitive analysis of the interface properties. The resulting

curves start at high frequencies typically with a real value; namely, that of the ohmic resistance of the

electrolyte RSOL. Straight downward pointing curves arise due to the capacitive properties of the surface

double layer. An upward bending occurs, roughly speaking, due to a charge transfer upon the solid/liquid

interface and thus indicate and electrochemical reaction [75]. More specific information about the interface

processes are retrieved by a numerical fit of the impedance at each potential with an equivalent electrical

circuit model (ECM). We have used for this purpose the “EIS Spectrum Analyser” software [76].

The impedance was measured at Cu electrode potentials between -550 mV and -100 mV vs. Ag/AgCl in

3 M/L NaCl. The boundaries of the process are at the cathodic side, the onset of the hydrogen evolution

reaction (HER) and at the anodic side, the Cu++ dissolution [49]. The frequency range was selected

on the basis of the observed relaxation times between 1 Hz and 10 kHz. The amplitude of the applied

alternating potential was 10 mV, small enough so as to avoid contributions of higher harmonics [75].

Reflection Anisotropy Spectroscopy

A home made RAS setup was used for the in-situ optical analysis based on the design by Aspnes, et al.

[26]. RAS measures, at near normal incidence, the optical anisotropies which are given by means of the

normalized difference of complex reflectivities between two orthogonal in-plane directions, rx and ry, as:

∆r

r
= 2

rx − ry
rx + ry

. (6.11)

The sample is orientated with x and y corresponding to the [110] and [001] crystallographic axis,

respectively. The measured anisotropy is an average over the area of the light spot of about 4 mm

in diameter. The electrolyte is optically isotropic and the back reflection from the air-water interface is

avoided by a small tilting angle between the investigated copper electrode and the horizontal electrolyte

surface.

6.2.2 Results and Discussion

Fig. 6.5 shows the 3D diagram of Nyquist plots recorded step wise at different potentials starting from

-550 mV to -100 mV. Three main areas can be distinguished and are highlighted with orange, green and

blue colors. The potential range with orange lines resembles the condition with vanishing electrochemical

reactions. At very low potentials the onset of the hydrogen evolution reaction (HER) shows up by an

upward bending of the impedance trajectory. The prominent behavior at -390 mV, marked with a thick

red line, corresponds to the formation of grooves or stripes whose appearance has been attributed to

the adsorption of Cl– [50, 49]. For slightly higher potentials, at -350 mV, we find another peculiarity

highlighted by another thick red line. It is around this potential that EC-STM measurements have shown

a faceting of the surface [50]. In reference [49] these two processes have been denoted as “A” and “B”,

and both are superimposed with the onset of the so called “constant current” region associated to Cu+

dissolution [49]. The respective area is marked by olive lines in Fig. 6.5. Previous EC-STM and RAS

experiments suggest that the appearance of the Cu (110) surface does not further change upon this

dissolution process. The Cu++ dissolution/redeposition dominates the measured impedance at the most
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anodic potentials (blue lines in Fig. 6.5).
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Figure 6.5: Nyquist plots of the impedance measured across the Cu (110) surface in a 10 mM/L HCl
solution at electrode potentials between -550 and -100 mV and in a frequency range from 1 Hz to 10 kHz.
The first part (black lines) is due to a hydrogen evolution reaction (HER). The orange lines comprise a
potential window of vanishing surface reaction, for which EC-STM has shown a pristine adsorbate-free
surface structure. The red lines highlight potentials with distinct surface reactions whereas the olive
and blue lines emphasize potentials where dissolution processes of e.g. Cu+ and Cu++ take place. The
electrode potentials are referenced vs. a common Ag/AgCl in 3 M/L NaCl.

The impedance behavior at each offset potential was analyzed with the equivalent electrical circuit

model (ECM) as shown in the inset of Fig. 6.6. Three different interface contributions are grouped

in a parallel circuit in addition to the resistivity of the solution RSOL. The capacity CDL of the double

layer is considered by an ordinary capacitive element with an impedance ZDL(ω) = 1/(CDL(iω)). At

finite temperatures, this CDL depends on the applied potential regardless possible surface modifications.

Faradaic currents arising from the HER or the dissolution of copper, can be approximated by an ohmic

resistor. We consider such currents with a “Warburg” impedance ZW (ω) = 1/(CW (iω)0.5) in order to

address time dependencies due to diffusion limited processes [75]. The latter mainly contribute at lower

frequencies. More advanced “Warburg” elements deal with finite diffusion layers or geometry effects.

Such comprehensive models are omitted here since both the HER and the copper dissolution are not

in the focus of this work, as we are interested in interface changes arising from adsorption/desorption

processes.

The respective impedance response is modeled with a series connection comprised by an ohmic charge

transfer resistivity RCT and a constant phase element (CPE). The CPE can be interpreted as a non ideal
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capacitor as:

ZCPE(ω) =
1

CCPE(iω)α
, (6.12)

which behaves like an ordinary capacitor when α = 1. For values 1< α <0.5 the CPE is regarded as

a capacitor with losses. Empirical studies with single crystal metal electrodes have attested that the

CPE-behavior of the electrochemical interface results from mono layer adsorption/desorption process

[77, 78, 79], while a chaotic behavior due to surface roughening on a larger length scale would occur, in

contrary to previous reports in the literature, at lower frequencies.

In this work we use the α value as an independent benchmark parameter to identify surface modifications

and in turn to discover thermodynamically stable configurations. The α values are obtained by a

numerical fit for each potential which resort on six independent parameters. These are: (1) the constant

resistivity of the solution RSOL = 85 Ω fitted at -450 mV, (2) the charge transfer resistivity RCT , (3)

the CPE capacitance ZCPE , (4) the α value, (5) the double layer capacitance CDL, which appears to be

small in comparison to the CPE capacitance, and (6) the Warburg element capacity ZW .

Figure 6.6: a) constant phase element α (empty circles) vs. applied potential U indicating surface
modification when deviating from α = 1. The solid black line is a numerical fit to the impedance
measured across the Cu (110) surface in a 10 mM/L HCl solution (Fig. 6.5), employing an equivalent
electrical circuit model (inset). The dissolution processes region is an artificial decrease (gray line). b)
Gaussian fits (red and orange lines) after subtraction of the continuous background. Experimental points
were vertically downshifted for the sake of clarity. The electrode potential is referenced vs. a common
Ag/AgCl wire in 3 M/L NaCl. See text for details.

The obtained α values are plotted in Fig. 6.6 as a function of the electrode potential. Between -550

and -390 mV the α values are greater than 0.96. In agreement with our EC-STM results the pristine
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surface remains unchanged at these potentials. The two peculiarities, which are marked in the Nyquist

plots in Fig. 6.5 by red lines, appear as two distinct downward pointing peaks in α. At potentials higher

than -300 mV the α-value starts decreasing due to the dissolution of Cu most likely in form of Cu+-Cl

complexes. The Cu+-dissolution is a strongly diffusion limited process and the formation of a CuCl

aggregate layer is reported. In cyclic voltametry experiments a peak “C”, which is strongly dependent

on the scan speed [64, 50, 49]. At even higher potentials the α-value further decrease because of the

Cu++-dissolution. It is important to note that ECM is not sufficient to reproduce the diffusion limited

dissolution in a correct manner. The continuous decrease of the α value is thus an artifact. However, the

overall dependency illustrates that the dissolution process overlaps with surface oxidation features.

The potential behavior of the two surface oxidation features are, therefore, determined with a Gauss peak

fit after subtracting the “background” of the dissolution processes ( Fig. 6.6 b). Accordingly, the minima

of α are determined at -387 and -352 mV vs. Ag/AgCl/3M NaCl. These are the potentials corresponding

to the highest formation rates of the two oxidation steps which correlate to the constitution of surface

grooves/stripes and facets, respectively. The width of both peaks appears substantially different. In

reference [49], we have addressed these effects as originated by lateral attractive (at 387 mV) and repulsive

(at -352 mV) interaction of the Cl– adsorbate. The negative peaks in α, however, do not match the therein

discussed Frumkin-Isotherm line-shapes and therefore we use here a Gauss line shape. Note that the peak

potential values are those of the highest formation rates. They are not identical with the ∆G0/e-values

determined in reference [49] because ∆G0 is the formation energy of the adsorption of an isolated ion.

Most important is the overlap of the two processes; i.e., due to the different width of the formation

window at room temperatures, both oxidation processes “start” at around -400 mV but the potential of

the highest formation rates appear separated.

Fig. 6.7 shows the development of the real part of the RAS spectra for selected potentials between -411

and -170 mV. All spectra were measured at fixed potentials and thus show the respective thermodynamic

equilibrium properties of the surface. Starting from the most negative potential the first changes are

observed above -380 mV.

The RAS spectra at potentials higher than 380 mV show small but reproducible new resonances marked

with (*) in Fig. 6.7, between 2.2 and 2.6 eV. At these potentials we observed also the very characteristic

surface stripes along the [001] direction (upper inset in Fig. 6.7 and Fig. 4a in reference [50]). In

reference [50] we have interpreted this self organized structure as “grooves” stabilized by a Cl– adsorption.

However, in view of our later experiments we use this interpretation with care. Also conceivable is a Cu-Cl

ad-row structure; however atomically resolved EC-STM images are still missing and a precise structure

analysis is thus difficult. Worth mentioning in this connection is the reported weak bound strength of

the Cl-ions [80, 81]. Andryushechkin, et al. [52] have discussed a complete loss of atomic resolution in

STM while studying sub-monolayer Cl coverages on Cu(110) in UHV.

In the following we will first consider the general line shape changes in the RAS spectra in more detail in

order to highlight the supposed surface state origin of the additional resonances. The pristine Cu shows a

step like line shape (orange line in Fig. 6.7) at around 2.1 eV. The latter changes gradually to a prominent

relatively broad peak with local maximum at 2.25 eV. This change takes place in the potential range

of the second oxidation feature which was discussed already in EIS measurements (Fig. 6.6) and was

attributed to the faceting of the surface. Accordingly, the RAS line shape also starts changing already

at about 400 mV and before we could observe the surface resonances. Indeed, one can see the parallel

evolution of the facets also in the EC-STM image (lower right hand corner in the upper EC-STM image

in Fig. 6.7). As pointed out above, the potential range of formation is due to repulsive lateral forces [49].

The “stripe phase” with the proposed new electronic surface resonances is therefore only in a very small

potential range observable. As shown by the EIS measurements, we obtain the strongest amplitude of

the surface resonances after completion of the groove/stripe phase, but before the facets cover the entire

surface, at about -350 mV.

The RAS spectra of the faceted surface compare very well with the spectra measured by Martin, et
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Figure 6.7: Real part of (r[110]− r[001])/r of Cu(110) at different electrochemical potentials between -411

and -170 mV vs. Ag/AgCl/3M NaCl. The orange, green, and blue lines correspond to three characteristic
surface configurations which are discussed in detail and were characterized by EC-STM (insets)[50]. The
spectra were averaged with a Savitzky−Golay filter considering 5 neighboring points.

al. [82] on Cu (110) surfaces in UHV after thermal annealing. The thermally annealed surfaces show a

high density of monoatomic steps which also arrange along the [001] surface direction. As we will discuss

below in more detail, we believe that the respective RAS spectra are a result of the surface morphology.

The (monoatomic) steps along [001] are likely stabilized by oxidizing species. In our case by Cl– or in

other environments by O– , S2– , or HSO4
– , etc.

In our electrochemical experiments, we have observed with EC-STM the 1 × 1 signature of the pristine

copper at ≈-400 mV (inset Fig. 6.7 and reference [50]). The respective RAS spectra, like the orange

line in Fig. 6.7, should correspond to a “clean” surface. The RAS spectra, nevertheless, do not agree

with those obtained at the pristine Cu(110) surface in UHV. In particular, the known surface resonance

at 2.1 eV [83, 69] is completely absent. We would explain this difference with the fact that the copper

electrode is kept at a negative potential to obtain a pristine surface in HCl. In the literature we found

different results about the potential of zero (total) charge (PZC) [84, 85, 86]. However, in agreement with

our own results on Cu(111) all of them predict the PZC at more positive potentials. The surface dipole

is thus reversed in comparison to pristine metal surfaces in UHV where the electron spill-out leads to the

formation of the surface states with the characteristic surface resonance at 2.1 eV. The latter assumption

is supported by the close agreement of our RAS spectra measured below ≈-400 mV with those measured
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in UHV after deposition of 0.5 mono layers of sodium on Cu (110) [87]. The electronegativity of sodium

is even smaller than that of the copper.

As a matter of fact, the Cu(110) is intrinsically anisotropic due to the reduced symmetry of the respective

surface unit cell. In general we distinguish two different contributions to a RAS signal. The one which is

responsible for the RAS spectra of the pristine surface measured here in HCl, refers to surface modified

bulk resonances [88, 89, 69]. The second contribution, as observed at more positive potentials after the

first Cl– adsorption, is caused by resonances which involve new electronic states at the surface. Note

that both the bulk of the Cu-electrode and the electrolyte are optically isotropic.

The interface optical response can be approximated with a so called “3-phase model”. In such model

the interface is represented by an anisotropic interface layer of thickness d in-between the half infinite

substrate (our cubic single crystal Cu(bulk)) and the half infinite ambient (in our case the electrolyte).

The substrate and ambient dielectric functions (DF) are εs and εa. The latter is a real number since

the ambient is transparent (εa = n2
a). By means of a thin film approximation d � λ (d . 1 nm)

one can retrieve the measured ∆r/r as a function of the so called surface dielectric anisotropy (SDA)

∆(εd) = (εo,x − εo,y)d [56, 57]:

∆r

r
= 2

rx − ry
rx + ry

= −i
4π
√
εa

λ(εs − εa)
(εo,x − εo,y)d. (6.13)

Eq. 6.13 includes the ambient DF εa which is usually taken as εa = 1. Due to the low concentration

of HCl we use the DF of pure water (εa=εH20) [58]. The larger refractive index of the surrounding

compared to air or vacuum increase the measured reflection anisotropy values a little. The substrate DF

was determined by spectroscopic ellipsometry in HCl with a Cu(111) sample at electrochemical potentials

where no surface adsorbates are present on the surface. Charges in the surface double layer were modeled

in a separate surface layer and the DF so obtained is that of the bulk copper [7].

The measured ∆r/r is proportional to the anisotropy in the surface but the spectral line-shape is a

convolution of the substrate DF and the SDA. Therefore, it is instructive to relate the SDA from the

RAS response according to:

∆(εd) = i
λ

4π
√
εa

(εs − εa)
∆r

r
, (6.14)

which represents the surface properties.
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Figure 6.8: Real and imaginary parts of the surface dielectric anisotropy (SDA) of Cu(110) in HCl at
-341 mV vs. Ag/AgCl/3M NaCl (black squares); the red/green solid lines are guides to the eye. The
two vertical lines indicate the energy region of electronic resonances on the surface. The green and red
dashed lines represent the SDA of the pristine surface at -411 mV. The dashed and solid black lines are
the Drude-like response for clean and modified by HCl surfaces respectively.
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CHAPTER 6. RESULTS AND DISCUSSION

Fig. 6.8 shows the SDA of Cu(110) at -341 mV, i.e. after the first oxidation (red and green solid lines)

in comparison to the respective SDA of the pristine surface (red and green dashed lines). In both cases,

the overall line shapes of the SDA are those of an anisotropic Drude-like response of free electrons

which is of 1/ω2-type. It is superimposed by surface modified bulk resonances and additionally by the

aforementioned surface resonances in the spectra measured at -341 mV. Note that real and imaginary

parts of these SDA, have positive and negative values, respectively. This behavior is caused by the

natural corrugation of the pristine Cu(110) surface with grooves along the [110] direction. The SDA

shows, therefore, a superimposed Drude-like line-shape as expected if the effective electron mass along

the [001] is larger than in [110] direction. According to this model, the absolute values of the imaginary

part of the SDA are smaller than that of the real part for the pristine surface.

The formation of well separated surface rows in [001] direction upon the first Cl– adsorption increases

the scattering of surface electrons in [110] direction. Within the Drude model, this yields a decrease

electron mobility (shorter scattering time) along [110]. The result is a decrease of the imaginary part of

the Drude-DF in [110] direction while the real part remains the same as observed in Fig. 6.8.

Figure 6.9: Surface dielectric anisotropy (SDA) of Cu(110) in hydrochloric acids after the Cl– induced
faceting (black squares and red solid line is a guide to the eye). The spectrum was recorded
at -170 mV vs. Ag/AgCl/3M NaCl. The black line is a SDA calculated in an effective medium
approach (Eq. 6.15) considering the bulk Cu DF admixed with the surrounding electrolyte for different
screening/depolarization parameters along the [001] and [110] directions[7]. The dashed line reproduces
the imaginary part of the surface dielectric anisotropy (SDA) of the pristine surface for comparison
(-411mV).

The faceting of the surface upon the second oxidation/adsorption stage induces a SDA line-shape of

the SDA which contains only bulk resonances. This connection can be illustrated within an anisotropic

effective medium approximation, which accounts for the surface grooves along [001] direction. In the long

wavelength limit, an effective macroscopic DF 〈ε〉 of a homogeneous medium is regarded as a “mixture” of

the two material properties. In our case these are the DF of bulk copper and the surrounding electrolyte
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(water). For the interface effective DF, one can use a Maxwell-Garnett type mixture:

〈ε〉 − εH2O

〈ε〉+ p εH2O
= f

εCu − εH2O

εCu + p εH2O
, (6.15)

where f = 0.5 denotes the volume fraction of the two compounds and p the depolarization factor. For

electric fields parallel to the grooves the DF becomes a linear mixture with p→∞ due to the absence of

boundaries. For electric fields perpendicular to the grooves, interface charges induce a screening and the

effective dielectric functions is mixed in a reciprocal way (p → 0). The SDA of the faceted surface can

be approximated by:

∆(εd) = (〈εp→∞〉 − 〈εp→0〉)d =̂ (ε[110] − ε[001])d, (6.16)

where the thickness d is arbitrarily chosen so as to match amplitudes.

Fig. 6.9 shows a comparison of the calculated and the experimental SDA of the faceted surface. The

effective medium model resembles all the features of the measured line-shape although the amplitude and

broadening do not match. Note that our model neglects the perturbation of Cu bulk resonances near

the surface e.g. due to a shift of the d-band or strain [90]. Also changes in the free electron mobility

and effective masses are not yet included. As mentioned already, the latter effect is responsible for the

−1/ω2 background. For comparison we include also the imaginary part of the SDA of the pristine surface.

It features some parts of this background line-shape due to the anisotropy in the effective mass of the

surface electrons. However, the pristine as well as the faceted surface show only surface modified bulk

resonances. In particular, the prominent feature, which evolves in the ∆r/r-RAS spectra (Fig. 6.7) from

a step like function at about 2.1 eV to a broad positive peak at 2.25 eV, clearly belongs to the surface

modified bulk resonances and it is connected to well known bulk d-band resonances [91].

Interestingly, at least another three resonances clearly show up at electrode potentials between -390 and

-380 mV and surely arise in addition to both the Drude like response and the signatures of surface modified

bulk resonances. Indeed they appear mainly above the potential of the highest formation rate of the first

oxidation as measured by EIS. With the faceting of the surface upon the second oxidation/adsorption

stage these surface electronic resonances disappear again. Fig. 6.10a illustrates the potential evolution

in a close up of the slightly smoothed ∆r
r . The raw data points are exemplary shown as black squares

for two spectra. The first peak “a” appears at 2.1 eV and thus at the same photon energy as the known

surface state transition at the pristine Cu (110) in UHV [69, 92]. The latter has been attributed to a

transition between Shockley-type surface states at the Ȳ point of the surface Brillouin zone [69, 18].

Because of the close correlation regarding the line shape (upward peak in ∆r/r) and the peak position at

2.1 eV, we argue that peak “I” share the same origin. Accordingly, we would proposed for the observed

surface resonances a model where the Ȳ surface states are confined between the groves or add-rows.

The next two additional peaks “II” and “III” occur at higher photon energies with a spacing of about

0.15 and 0.2 eV, respectively. The groves or add-rows show in our EC-STM images a regular spacing

and keep a distance of ≈ 4.6 nm. Only a few of them show up with a minimum distance of ≈2.6 nm.

(Fig. 6.10c). The second type appears at slightly higher potentials or after later in time and thus seem to

be energetically less favored. Within a simple quantum mechanical model for two-dimensional confined

surface states [61] one can approximate the expected energy spacing En with:

En(k) =
~2

2m∗

(
k2
|| +

π2n2

L2
⊥

)
, (6.17)

where m∗ is the effective electrons mass of the respective surface band, L⊥ is the distance (in-plane

confinement) between the groves or add-rows, and k|| is the wave vector parallel to the rows in [001]

direction. The effective electron mass of the Ȳ surface state just below the Fermi level was determined

by angular resolved photo emission to m∗ = 0.43me [93]. By taking L⊥ = 4.6 nm and k||=0 we obtain

an energy spacing of, ∆E1,2 =0.12 eV and ∆E2,3 =0.21 eV, respectively. The “ground” state energy

E1 should increases by ≈0.04 eV with respect to the unconfined surface state. The measured surface

resonances fit surprisingly well to this simple model. With more realistic continuously changing potential

barriers of a finite height the new surface states will shift in energy and arrange in a more regular spacing
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CHAPTER 6. RESULTS AND DISCUSSION

Figure 6.10: a) RAS spectra of Cu (110) in HCl recorded at different applied potentials as indicated.
Within -390 to -380 mV, three clear resonances appear, labeled as I, II and III. These transitions are
proposed to occur in the band scheme located near point Y of the surface Brillione Zone shown in b), from
below Fermi level to confined states of the lateral surface quantum wells. c) EC-STM image measured at
-341 mV. See text for details.

compared to the 1/n2 distribution for a particle in an infinite box. In addition, one has to consider

at least partially hybridization of the surface states with the electronic orbitals of the adsorbed anions.

Asymmetries in the peak shape and additional humps like the “IV” feature (Fig. 6.10a) show up in

particular at higher potentials and may are related to the confinement in-between rows with the ≈2.6 nm

spacing. According to Eq. 6.17, then we could expect confinement energies of E1 =0.13 eV, E2 =0.51 eV,

and E3 =1.16 eV. The noticeable shift of peak I) from about 2.10 eV at potentials between -380 and

-350 mV, to about 2.13 eV at potentials between -350 and -320 mV, could be addressed in our model to

the increasing number of rows with spacing of 4.6 nm.

Without photoemission experiments or additional atomically resolved EC-STM images plus band

structure calculations for the respective structure models, we can just speculate about the strength of the

hybridization effect. As mentioned already, the peak at 2.1 eV measured at the pristine Cu (110) surface

in vacuum, was identified to be a transition between surface states at Y with an occupied surface state

about 0.3 or 0.4 eV below the Fermi level and an unoccupied surface state about 1.7 eV above [69, 18]. If

we just speculate, that the hybridization effect is small, the additional bands due to confinement should

emerge at higher energies relative to the unperturbed states. In such a scenario, the observed resonances

could originate from transitions as illustrated in Fig. 6.10b. However, there could also be other scenarios

if we consider, for example, the existence of Cu-Cl-hybrid-states. As in the case for the Cu(110)-(2× 2)O

[18, 94], surface transitions among them would split in several resonances due to a confinement between

or in the rows. But the strong similarity between peak “I” in our experiments and the 2.1 eV surface

transition at the pristine Cu(110) surface must be assumed to be accidental.
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Finally, we would like to note that a possible splitting or shift of electronic transitions due to the applied

electric fields is not sufficient to explaining the observed resonances. The spectral changes evolve within

an electrode potential range from -390 to -310 mV. Parts of it drop in the electrolyte, i.e. into the diffuse

layer with a Debye length of about 3 nm. The potential drop in the area of the discussed surface states

is thus smaller than 80 mV while the observed splitting e.g. for peak “III” is more than 300 meV. Empty

image potential states, which extend into the diffuse layer region, on the other hand, have a typical

binding energy of less than 100 meV with respect to the vacuum level and are thus located about 4 eV

above the Fermi level.

6.3 Kinetic Reaction Analysis by in - situ spectroscopy

ellipsometry and Chronoamperometry

As discussed in section 6.1 (Fig.6.3) there exist changes in the RAS transient slope at different processes

that occur on the surface. These changes can be studied in more detail using static techniques, such

as EIS and CA. The latter allows us to investigate at starting fixed potentials (U1), promoted surface

modifications by induced potential changes from U1 to U2, which are generally treated in the following

way: a) U1 should be considered within a region where no adsorption occurs at the copper surface, so

there are no visible changes due to surface processes (e.g., adsorption, dissolution, HER, etc.), b) U2

should be regarded as an overpotential (n) in such a way that it increases (in our case more positive

potentials than U1) within our HER and Cu++ dissolution-bounded potential window.

Based on the considerations mentioned above, we used the results of the experiments performed

previously, based on in - situ EC-STM and EIS techniques. For the latter, a model to describe all

the processes that occur due to different relaxation times was employed; and for the ECM, the CPE

value was retrieved from the capacitance change obtained at different potentials (potential window).

Taking the values for which the capacitance value did not change were corroborated with the help of the

in - situ EC-STM results; attesting that no adsorption occurs. Based on these observations the value of

U1 was determined for both Cu (111) and Cu (110) (see Figs. 6.11a and 6.11b, respectively). Therefore

U2 was varied to larger values than U1.

-588 mV

(a) Capacity of Cu (111)

-533 mV

(b) Capacity of Cu (110)

Figure 6.11: Capacity of a) Cu (111) and b) Cu (110), taken from the ECM of the EIS experiments. The
arrows indicate the potentials where no adsorption occurs.

Chronoamperometry of Cu (111) and (110)

Taking the experimental data from Figs. 6.11a and 6.11b as a basis to define U1, we performed CA

experiments by jumping from U1 to U2 with increments of 10 mV, see Fig. 6.12, which shows that at

overpotentials (U2) near U1 there is no change (no adsorption occurs), while increasing the overpotential

U2 to more positive values, a potential is reached in which a peak after 3 to 4 seconds appears (red
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line in Fig 6.12) because the applied potential U2 was large enough to observe the adsorption of Cl−.

Following this increase in U2 it is observed that this hump moves towards shorter times as seen in Fig.

6.12, up to the point where the peak of Cl− adsorption overlaps with the peak associated to a double

layer (helmholtz double layer), which always appeared from U2 values close to U1. This peak appears

due to the double layer that always forms in our window of potentials. Note that this double layer is

formed in time scales of nano-seconds or even less.

These results clearly indicate that Cl− diffuses from the bulk solution to the copper surface, so that

a small overpotential does not occur until the overpotential is large enough to overcome the potential

barrier that is needed to adsorb Cl−.

The same procedure was performed on the Cu (110) sample. The interesting point about this sample is

that at overpotentials near to U1, it behaves similarly as Cu (111), but a peak is never observed to appear

at any potential. The only feature that can be observed in that an specific potential (see red dashed line

in Fig. 6.13), there is a change in the position of the current, like a step function, and it holds for the

rest of the over potentials (U2) see Fig. 6.13.

Figure 6.12: Chronoamperometry on Cu (111) surface recorded at different applied potentials as indicated.
Thick red line is a guide to the eye that follows the shift of the related Cl− adsorption when jumping to
more positive potentials, while the thin red line indicates the potential at which Cl− adsorption starts.
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Figure 6.13: Chronoamperometry on Cu (110) surface recorded at different applied potentials as indicated.
The red dashed line indicates the potential at which Cl− adsorption starts, this dashed line indicates
a change in the current, like a step function. Contrasting to the Cu (111) case (Fig. 6.12) no peak is
observed.

As these experiments were inconclusive, we used in-situ ellipsometry. This was motivated by the fact

that, among ∆ and Ψ parameter measured by ellipsometry, the ∆ parameter is extremely sensitive to

any change on the surface.

In - situ SE of Cu (111) and (110)

For this experiment U1 and U2 were measured during the time that both were applied in order to track

changes in ∆ since it is very sensitive to superficial changes. The experiment on Cu (111), for which it

is clear that during the time potential U1 is applied there is no change in ∆, neither for overpotentials

U2 near U1. While for overpotentials U2 large enough, changes appear that are in agreement with those

seen in Fig. 6.12, where the same hump (red line) appears and tracks the same behavior observed in CA.

These results support the theory that holds Cl− diffuses from bulk solution. It is worth mentioning that

the changes in ∆ are about 0.8◦, and that ∆ is proportional to the coverage θ of surface adsorbates or

electronic or ionic charges.

The same procedure performed for the copper sample (111) was used for Cu (110), as can be observed

in Fig. 6.14 for overpotentials very close to U1, there is no change in ∆, as expected.
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CHAPTER 6. RESULTS AND DISCUSSION

Figure 6.14: Contour plot of ∆ parameter measured by kinetic ellipsometry at photon energy of 2.1 eV for
Cu (111) in a HCl solution during CA at different applied potentials. The vertical dashed line indicates
that from -10 to 0 second correspond to the U1 (-558 mV). Note the striking similarity in behavior as
described in Fig. 6.12.

Figure 6.15: Contour plot of ∆ parameter measured by kinetic ellipsometry at photon energy of 2.1 eV for
Cu (110) in a HCl solution during CA at different applied potentials. The vertical dashed line indicates
that from -10 to 0 second correspond to the U1 (-530 mV). Note also the striking similarity in behavior
as described in Fig. 6.13.

.
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Until the overpotential is large enough, there is an abrupt change in ∆ (Fig.6.15), as observed in CA Fig.

6.13. This change in ∆ remains constant at more positive overpotentials. It is worth mentioning that the

change in ∆ is approximately 0.3 ◦, giving a better idea of the order/disorder transition when compared

to corresponding change observed in Cu (110).
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7
Conclusion

7.1 Conclusions and perspectives

In this final part of the thesis, tree main experimental contributions are listed. In essence, at least

for the knowledge of the author, in this work a systematic and detailed study of the application of

five experimental techniques that complement each other has been employed. The two typical crystalline

surfaces Cu (111) and (110) were chosen for which they have been studied in more detail electrochemically

at the University Linz. The specific results are as follows:

� Single-wavelength RAS transients were used to investigate the electrochemical

adsorption/desorption process on Cu(110) surfaces in hydrochloric acid. It was found that

the adsorption/desorption of Cl− ions and the subsequent surface modifications, reassemble the

thermodynamics of Frumkin-type isotherms (Flory-Huggins isotherm statistics). Accordingly,

the respective currents as retrieved with CV measurements and the first derivative of the

RAS-transients to the potential coincide, a fact that was confirmed theoretically as well as

experimentally. Specifically, we detected two anodic and two cathodic adsorption/desorption

processes. According to previously reported EC-STM experiments, these four processes are

correlate to: (i) the formation of stripes/grooves along [001] direction of Cu(110), and (ii) a

faceting of the surface. For the formation of the stripe phase, a numerical analysis based on

the Flory-Huggins isotherm statistics reveals an overall attractive lateral interaction between

Cl− adsorbate species. Based on the measured electrochemical current, the surface coverage is

less than a monolayer at these potentials (window span of 50 mV). With increasing potentials

and coverages, we deduced an overall repulsive interaction between the adsorbates in parallel

to the faceting. These, however, overlap strongly and the faceting is barely visible with CV

measurements. Additionally, both surface oxidation steps overlap with a Cu([CuCl2]) dissolution,

which is superimposed in CV but visible with RAS experiments. In cathodic scans, the atomically

clean and ordered surface recovers in two distinct steps: on the one hand, we found a correlation

between current peaks measured in CV and the derivative of the RAS-transients, which prove

that the electrochemical reactions induce surface modifications. On the other hand, both reactions

depended very much on the time for which the Cu surface was kept at potentials with an ongoing

[CuCl2] dissolution. Furthermore, we deduced different formation potentials and lateral interaction

values in the anodic and cathodic transients, although the scan speed of 1 mV/s is regarded as

quasistatic. We conclude that the reaction paths of both, the cathodic defaceting and removal

of the stripe structure due to Cl desorption, differ significantly from the anodic reactions, and

contains the redeposition of [CuCl2], CuCl aggregates or other species. We conclude that the

combination of kinetic RAS and CV is a valuable tool to assess details on the surface modifications
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during electrochemical processes, and can even complement other optical approaches, like Raman

spectroscopy in electrochemical environments.

� By means of simultaneous electrochemical impedance spectroscopy (EIS) and in-situ reflectance

anisotropy spectroscopy (RAS) measurements, we could distinguish three thermodynamically stable

surface structures of Cu(110) in HCl solution in the electrochemical potential window between the

hydrogen evolution reaction (HER) and the dissolution of copper. The three phases are build upon

two distinct surface oxidation steps related to the adsorption of Cl. We assign such three phases

to specific surface morphologies which have been reported before by means of EC-STM. With

increasing anodic potentials, the pristine surface with wide mono atomically flat traces transform

first into a stripe/groove like surface morphology along the [001] direction. The latter rows arrange

in regular structure with a spacing of 4.6 nm (some of them 2.6 nm). The second resolved oxidation

correlates to a faceting of the surface. The EIS experiments clearly demonstrate, however, that

the two oxidation steps strongly overlap. The potential of the maximum formation rate are,

nevertheless, slightly different (-387 and -352 mV vs. Ag/AgCl/3M NaCl). In between we could

identify a narrow potential window with thermodynamically stable surface stripes or grooves.

With a series of RAS spectra around the latter potentials, we could distinguish the anisotropic

(opto-electronic) properties of the three phases. At cathodic potentials we obtain a pristine surface

but the RAS spectra differ considerably from those measured on pristine surfaces in ultra high

vacuum (UHV). The different line shape originates from an inversed surface dipole moment at

the respective potentials. The RAS spectra of the pristine as well as the faceted surface show

both signatures of surface modified copper bulk resonances. The SDA, which has been calculated

from the ∆r/r-RAS spectra, further illustrates the contribution of Drude like free electrons with

an anisotropic different effective electron mass and mobility. Misinterpretations regarding SS

transitions in some previous publications arise from some similarities of the RAS spectra of the

faceted surface to those measured at pristine surfaces in UHV.

In the very narrow potential window between the two oxidation steps, we could identify at least

another three surface resonances, which are not explainable by surface modified bulk transitions.

The relatively amplitudes are small but appear reproducible with a Kramers-Kronig consistent line

shape. Worth mentioning is the fact that by thermodynamic reasons it seems to be not possible

to prepare a homogeneous surface in the respective phase. Part of the surface is already faceted

and thus does not contribute to the SS. One of the surface resonance emerges between 2.10 eV

and 2.13 eV. Regarding spectral position and line shape, it is very similar to a known surface state

resonance which was observed in UHV experiments on the pristine Cu (110) surface. The latter is

attributed to a transition between surface states at the Y point of the Brillouin zone. We found

at least two more surface resonances at higher photon energies i.e. at ≈2.28 eV and ≈2.48 eV.

The spacing between the transition features agrees well with energy levels of surface states enclosed

in 4.6 nm “box”. Based on such finding we propose a model containing confined surface states

between regular stripes/grooves along the [001] direction. The relatively sharp new features in the

∆r/r-RAS spectra are interpreted as transitions between these states. A possible scenario among

others assumes that the ground state of the known occupied surface state remains below the Fermi

level. The observed resonances may arise from transitions to the known unoccupied Y state which

is splitted now in several sub-bands.
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A
Optical Analysis

A.1 Appendix

A.1.1 RAS spectrometer optical analysis

The Jones vector of the incident light on the sample, after passing through the polarizer, is:

E =
|E|√

2

[
1

1

]
(A.1)

where E is the intensity of the photonic electromagnetic field. After being transmitted through the PEM

that provides a delay δ, the elliptically polarized beam is represented by the following matrix:

|E|√
2

[
1 0

0 e−iδ

][
1

1

]
=
|E|√

2

[
1

e−iδ

]
. (A.2)

Assuming normal incidence, the optical response of the sample surface is characterized by the Jones

matrix which is given by:

M =

[
r1cos

2θ + r2sen
2θ ∆rsenθcosθ

∆rsenθcosθ r2cos
2θ + r1sen

2θ

]
(A.3)

where r1 and r2 are the complex reflectivities along the two optical axes and θ is the orientation of the

optical axis of the sample; in our case, for maximum anisotropy: θ = 45◦. The matrix that describes the

polarization after reflecting on the surface:

|E|
2
√

2

[
r1 + r2 ∆r

∆r r2 + r1

][
1

eiδ

]
=
|E|
2
√

2

[
r1 + r2 −∆re−iδ

−∆r + (r2 + r1)e−iδ

]
. (A.4)

The corresponding Jones matrix describing the light after being transmitted by the analyzer is:
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S =
|E|
2
√

2

[
0 1

] [ r1 + r2 −∆re−iδ

−∆r + (r2 + r1)e−iδ

]
=
|E|
2
√

2

[
−∆r + (r2 + r1)e−iδ

]
(A.5)

The intensity reaching the detector is:

SS∗ =
[
|E|
2
√

2
(−(r1 − r2) + (r2 + r1)e−iδ)

] [
|E|
2
√

2
(−(r1 − r2) + (r2 + r1)e−iδ)

]
(A.6)

If we define:

R =
1

2

[
|r1|2 + |r2|2

]
(A.7)

∆R =
1

2

[
|r1|2 − |r2|2

]
(A.8)

r1r2 − r1r2 = |r1||r2|sen(θ1 − θ2) (A.9)

and assuming that θ1 ≈ θ2, we get:

∆θ = θ1 − θ2 ≈ 0→ sen(∆θ) ≈ ∆θ (A.10)

Simplifying,

I(t) = SS∗ =
|E|2

4

[
2R+ ∆Rcosδ +R∆θsenδ

]
(A.11)

The optical signal normalized is therefore:

IN (t) =
|E|2

4

[
2 + ∆R

R cosδ + ∆θsenδ
]

(A.12)

The delay imposed by the PEM is of the form δ = πsen(ωt); and we finally have:

IN (t) =
|E|2

4

[
2 + ∆R

R cos(πsen(ωt)) + ∆θsen(πsen(ωt))
]
, (A.13)

In this last equation, ∆R/R and ∆θ, are the real and imaginary part of the overall RAS response.

Let us expand the following therms of Equation A.13

cos(xsenθ) = J0(x) + 2

∞∑
p=1

J2p(x)cos(2pθ) (A.14a)

sen(xsenθ) = 2

∞∑
p=0

J2p+1(x)sen[(2p+ 1)θ] (A.14b)

If we consider Equations A.14a and A.14b, Equation A.13 is reduced to:
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IN (t) =
|E|2

4

[
2 +

∆R

R
(J0(π) + 2J2(π)cos(2ωt)) + ∆θ[2J1(π)sen(ωt)]

]
(A.15)

Therefore, ∆R
R = Re

(
∆r
r

)
is obtained by twice thr frequency of the PEM and ∆θ = Im

(
∆r
r

)
with

the fundamental frequency of the PEM.

The DC detection are typically perform with lock - in techniques or Fourier transform signal processing.

A.1.2 Principles of Spectroscopic Ellipsometry

There are different types of spectroscopic ellipsometry instruments and, depending on the type of the

instruments, precision and error in measurements vary. In order to perform appropriate ellipsometry

data analysis, it is necessary to understand the characteristics of measurement methods as well. In

actual spectroscopic ellipsometry instruments, we need to correct instrument imperfections to minimize

measurement errors (calibration of the ellipsometry instrument).

Principles of Ellipsometry Measurement

Here we will see what quantity ellipsometry measures. It is necessary to define the coordinate system

in ellipsometry, which is of significant importance for the interpretation of ellipsometry measurements.

This appendix introduce the Jones and Mueller matrices corresponding to a measurement sample. As we

will see in next section of the appendix, these matrices enable us to describe ellipsometry measurements

mathematically.

Measured Values in Ellipsometry

In ellipsometry, p- and s-polarized light waves are irradiated onto a sample at the Brewster angle , and

the optical constants and film thickness of the sample is measured from the change in the polarization

state by light reflection or transmission. FigureA.1 illustrates the measurement principle of ellipsometry.

As we have seen in Chapter 3, the state of polarization is expressed by superimposing waves propagating

along two orthogonal axes. In ellipsometry measurement, the polarization states of incident and reflected

light waves are described by the coordinates of p- and s-polarizations. The incident vectors Eip and

Eis in Fig.A.1 are identical to those defined in Fig. 2.15. From comparison with Fig. 2.15, it can

be seen that the directions of the electric field vectors for p- and s-polarizations are reversed on both

incident and reflection sides in Fig.A.1, in order to make the understanding of ellipsometry easier. When

the vectors are defined by the directions shown in Fig.A.1, all the equations described in Chapter 2

remain the same. Notice that the vectors on the incident and reflection sides overlap completely when

θ = 90◦(straight-through configuration). In Fig.A.1, the incident light is linear polarization oriented at

+45◦relative to the Eip axis. In particular, Eip = Eis holds for this polarization since the amplitudes of

p- and s-polarizations are the same and the phase difference between the polarizations is zero.
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Figure A.1: Measurement Principle SE. Adapted from [32].

The amplitude reflection coefficients for p- and s-polarizations differ significantly due to the difference

in electric dipole radiation.Thus, upon light reflection on a sample, p- and s-polarizations show different

changes in amplitude and phase. As shown in Fig.A.1, ellipsometry measures the two values (Ψ,∆)

that express the amplitude ratio and phase difference between p- and s-polarizations, respectively. In

ellipsometry, therefore, the variation of light reflection with p- and s-polarizations is measured as the

change in polarization state. In particular, when a sample structure is simple, the amplitude ratio Ψ is

characterized by the refractive index n, while ∆ represents light absorption described by the extinction

coefficient k. In this case, the two values (n,k) can be determined directly from the two ellipsometry

parameters (Ψ,∆) obtained from a measurement by applying the Fresnel equations. This is the basic

principle of ellipsometry measurement. The (Ψ,∆) measured from ellipsometry are defined from the ratio

of the amplitude reflection coefficients for p- and s-polarizations:

ρ ≡ tanΨexp(i∆) ≡ rp
rs

(A.16)

When we measure light transmission, instead of light reflection, (Ψ,∆) are defined as

ρ ≡ tanΨexp(i∆) ≡ tp
ts
, (A.17)
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If we apply the definitions of the amplitude reflection coefficients rp and rs, we can rewrite Eq.A.16 as

follows:

ρ ≡ tanΨexp(i∆) ≡ rp
rs
≡

(
Erp
Eip

)
(
Ers
Eis

) , (A.18)

As confirmed from Eq. A.18, rp and rs are originally defined by the ratios of reflected electric fields

to incident electric fields, and tanΨexp(i∆) is defined further by the ratio of rp to rs. In the case of

Fig.A.1, Eq.A.18 can be simplified to tanΨexp(i∆) =
Erp
Ers

since Eip = Eis. In Fig. A.1, therefore, Ψ

represents the angle determined from the amplitude ratio between reflected p- and s-polarizations, while

∆ expresses the phase difference between reflected p- and s-polarizations. Although Ψ is determined from

the 4th quadrant in Fig. A.1. other also provide the same Ψ as Ψ is defined from the absolute value of

the amplitude ratio (0◦ ≤ Ψ ≤ 90◦). If we use polar coordinates to represent the amplitude reflection

coefficients, it follows from Eq.A.16 that

tanΨ =
|rp|
|rs|

∆ = δrp − δrs. (A.19)

If we recall that Rp = |rp|2 and Rs = |rs|2. We can get the following equation:

Ψ = tan−1(|ρ|) = tan−1

(
|rp|
|rs|

)
= tan−1

[(
Rp
Rs

)1/2
]
. (A.20)

We can obtain ∆ from ρ as follows:

∆ = arg(ρ) =


tan−1[Im(ρ)/Re(ρ)] for Re(ρ) > 0,

tan−1[Im(ρ)/Re(ρ)] + 180◦ for Re(ρ) < 0, Im(ρ) ≥ 0,

tan−1[Im(ρ)/Re(ρ)]− 180◦ for Re(ρ) < 0, Im(ρ) < 0,

(A.21)

In Eq. A.21, if Re(ρ) = 0, ∆ = 90◦[Im(ρ) > 0] and ∆ = −90◦[Im(ρ) < 0]. In general, the range of ∆ in

ellipsometry is expressed by either −180◦ ≤ ∆ ≤ 180◦ or 0◦ ≤ ∆ ≤ 360◦. We can convert the range of ∆

from −180◦ ≤ ∆ ≤ 180◦ to 0◦ ≤ ∆ ≤ 360◦ by simply adding 360◦ to the region of −180◦ ≤ ∆ ≤ 0◦.

The above equation correspond to the ones when the definition of N ≡ n− ik is used. For the definition

of N ≡ n+ ik, we need to rewrite Eq. A.16 as ρ ≡ tanΨexp(i∆) for the definition of N ≡ n+ ik.

Coordinate Sysytem in Ellipsometry

When the incident light is linear polarized at 45◦(Eip =is), the (Ex, Ey) coordinates can be transformed

easily into the (Erp, Ers) coordinates used in ellipsometry (Fig.A.2). In this case, the representation

of the polarization states also holds without any change, except for the coordinate axis conversion of

Ex −→ Erp and Ey −→ Ers. In this conversion, the amplitudes are transformed using Ex0 −→ |rp| and

Ey0 −→ |rs| and the initial phases are rewritten as δx −→ δrp and δy −→ δrs. In Fig.A.2 represents the

polarization states of reflected light waves obtained from this coordinate transformation. The polarization

states in ellipsometry measurement can be expressed not only by (Ψ,∆) but also by the Stokes vectoand

(ε, θ) coordinates. If we replace δx − δy with ∆, we can understand easily that reflected light becomes
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linear polarized when ∆ = 0◦ and 180◦. On the other hand, reflected light waves become right and left

circular polarizations when ∆ = 90◦(270◦) and 90◦, respectively. In the case of the (ε, θ) coordinates,

the states of polarization can be expressed easily from the Poincaré sphere, all the elliptical and circular

polarizations show counterclockwise rotation. Thus values of the Stokes vectors shown in Fig. A.3 can

be obtained easily by substituting the values of (Ψ,∆) and (ε, θ).

Ey

Ex

Ey0

Ex0

tan𝜓=Ex0/Ey0

𝜓 𝜓

△= δx- δy △= δrp- δrs

tan𝜓=lrpl/lrsl

lrpl

lrsl

Ers

Erp

Figure A.2: Coordinate transformation from (a) the (Ex,Ey) coordinates to (b) the (Erp, Ers) coordinates.
Adapted from [32].
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Ers
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Erp
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Erp

Ers
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Erp

1
0
-1
0

    1
-0.643
-0.766
    0

1
0
0
1

1
0
0
-1

    1
    0
-0.707
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Polarization
Polarization
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Stoke vectors

Linear polarization
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polarization

Left-circular

polarization

Elliptical polarization

Eip = Eis for incident light.

Figure A.3: Representation of the polarization states of reflected light in ellipsometry measurement.
Adapted from [32].
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Jones and Mueller Matrices of Samples

In ellipsometry measurement, the Jones matrix that corresponds to light reflection by a sample is given

by

S =

[
rp 0

0 rs

]
(A.22)

For example, when linearly polarized light oriented at 45◦ is reflected by a sample, this light reflection is

expressed as

[
Erp

Ers

]
=

[
rp 0

0 rs

][
Eip

Eis

]
=

[
rp

rs

]
(A.23)

In the above calculation, Eip = Eis = 1 is assumed Eq.A.23 shows the straightforward fact that the

incident waves Eip and Eis are reflected by a sample with the coefficients of rp and rs, respectively.

Notice that A.23 represents the light reflection illustrated in Fig. A.1. A similar calculation can also be

performed using the Muller matrix. If we use Eq. A.16, Eq. A.22 can be rewritten as

S = rs

[
rp/rs 0

0 1

]
= rs

[
tanΨexp(i∆) 0

0 1

]
=

rs
cosΨ

[
sinΨexp(i∆) 0

0 cosΨ

]
(A.24)

From Eq. A.23, it is obvious that

Erp = rp Ers = rs. (A.25)

If we substitute Ex = Erp = rp and Ey = Ers = rs into (Electric field B), we can express the normalized

Stokes parameter using the amplitude reflection coefficients as follows:

S1

S0
=
rpr
∗
p − rsr∗s

rpr∗p + rsr∗s
(A.26a)

S2

S0
=

2Re(r∗prs)

rpr∗p + rsr∗s
(A.26b)

S3

S0
=

2Im(r∗prs)

rpr∗p + rsr∗s
(A.26c)

Conversely, using [(Ψ,∆) system], we can calculate (Ψ,∆) values from the Stokes parameters:

Ψ =
1

2
cos−1

(
−S1

S0

)
(A.27a)

∆ =


tan−1(−S3/S2) for cos∆ > 0,

tan−1(−S3/S2) + 180◦ for cos∆ < 0, sin∆ ≥ 0,

tan−1(−S3/S2)− 180◦ for cos∆ < 0, sin∆ < 0,

(A.27b)
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In Eq. A.27b, when cos∆ = 0, it follows that ∆ = 90◦(sin∆ > 0) and ∆ = −90◦(sin∆ < 0). The

Jones matriz shows in Eq. A.22 represents the light reflection by an optically isotropic sample. When a

sample shows optical anisotropy including birefringence and dichroism, the Jones matrix corresponding

to a sample is described by the following matrix:

Sani =

[
rpp rps

rsp rss

]
(A.28)

It can be seen from Eq.A.28 that the off-diagonal elements of the Jones matrix are no longer zero in

samples that show optical anisotropy. Accordingly, the characterization of anisotropic samples generally

becomes complicated.
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