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Resumen
La intersección entre la fotografía y la inteligencia 
artificial (IA) ha reconfigurado la función pública 
de la imagen: ya no basta con “ver” para creer. 
El capítulo examina la doble transformación que 
operan sobre la imagen contemporánea: por un 
lado, la capacidad técnica de generar imágenes 
fotorrealistas mediante modelos generativos 
(GANs, diffusion models) y, por otro, las arquitec-
turas algorítmicas de distribución (feeds y reco-
mendaciones) que determinan qué imágenes 
alcanzan visibilidad y legitimidad social. Analiza 
cómo la amplificación algorítmica y los formatos 
meméticos reordenan marcos interpretativos; 
cómo los deepfakes y medios sintéticos desafían 
la confianza y la práctica verificadora; y cómo mo-
vimientos sociales y colectivos en América Latina 
emplean, con fines tanto políticos como solida-
rios, imágenes generadas por IA. El capítulo tam-
bién aborda los retos curatoriales para la preser-
vación y la autenticidad documental: la necesidad 
de registrar metadatos de procedencia (prompts, 
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modelos, versiones y credenciales de contenido) y de adoptar 
marcos institucionales que integren criterios técnicos, éticos y de 
diversidad cultural. Finaliza proponiendo medidas concretas: audi-
torías algorítmicas, etiquetado obligatorio de procedencia (C2PA), 
políticas curatoriales inclusivas y programas de alfabetización vi-
sual para periodistas y ciudadanía. Estas acciones, interdisciplina-
rias por naturaleza, buscan sostener la capacidad de la fotografía 
como evidencia, memoria y herramienta de debate público en la 
era algorítmica (Huszár et al., 2022).

Palabras clave
Inteligencia artificial; Fotografía; Preservación digital; Memoria co-
lectiva; Desinformación

Contextualización 
Desde sus orígenes como medio testimonial, la fotografía ha 
fungido como un pilar de evidencia en la construcción de na-
rrativas públicas. Sin embargo, la incorporación de modelos 
generativos de inteligencia artificial (GANs, diffusion models) y 
las lógicas algorítmicas de distribución, han transformado ra-
dicalmente esa función. Hoy ya no basta con “ver” para creer: 
la capacidad de producir imágenes fotorrealistas a gran escala 
convive con sistemas de recomendación que priorizan la virali-
dad sobre la veracidad. Esto plantea un doble desafío: por un 
lado, el riesgo de desinformación masiva a través de deepfakes 
y formatos meméticos; por otro, la urgencia de pensar la pre-
servación documental en un entorno donde la procedencia y la 
autenticidad quedan fácilmente diluidas.

El capítulo aborda primero, la circulación algorítmica en redes so-
ciales, documentando cómo el ranking personalizado en platafor-
mas como Twitter reconfigura la legitimación visual y abre brechas 
de percepción política. A continuación, explora el rol de los memes 
políticos y la multimodalidad (imagen + texto) en la conformación 
de marcos interpretativos, revelando que una misma fotografía 
puede adquirir significados opuestos según la comunidad en línea 
que la viralice. Estas secciones subrayan la necesidad de auditorías 
algorítmicas y programas de alfabetización visual que permitan a 
periodistas y ciudadanía leer imágenes en contexto.

En su segunda parte, el texto se concentra en los deepfakes y la 
construcción de realidades alternativas, describiendo la creciente 
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sofisticación de las técnicas de generación y el estado del arte en 
detección forense. Se alerta sobre la erosión de la confianza visual: 
la mera sospecha de falsificación puede invalidar fotografías legí-
timas y socavar la credibilidad de testimonios esenciales para la 
justicia y la memoria colectiva. Frente a ello, se recomienda la im-
plementación de cadenas de custodia basadas en metadatos de 
procedencia y la colaboración con laboratorios forenses digitales.

El capítulo cierra extendiendo el análisis a usos activistas en Amé-
rica Latina, donde movimientos sociales emplean imágenes gene-
radas por IA para visibilizar causas y sortear la censura de modera-
ción automatizada. También plantea desafíos curatoriales inéditos: 
¿cómo archivar imágenes sintéticas como patrimonio cultural? Y 
propone líneas estratégicas para promover la transparencia algo-
rítmica, el etiquetado obligatorio de procedencia (C2PA), políticas 
curatoriales inclusivas y programas de formación en alfabetización 
visual. En suma, este texto ofrece un marco integral para entender 
y gestionar la tensión entre innovación tecnológica, derechos ciu-
dadanos y preservación de la memoria digital en la era algorítmica.

Introducción
La fotografía ha sido un pilar de la evidencia y la representación 
pública desde el daguerrotipo; hoy su función testimonial se ve 
reconfigurada por arquitecturas de generación y distribución algo-
rítmica. Los modelos generativos (GANs, diffusion models) permi-
ten producir imágenes fotorrealistas a gran escala, mientras que 
las plataformas de distribución aplican sistemas de recomendación 
que priorizan la interacción por encima de la veracidad. Este do-
ble movimiento: capacidad de síntesis + amplificación algorítmica, 
redefine la circulación de lo visual, con efectos directos sobre la 
confianza pública, la práctica periodística y las políticas de preser-
vación del patrimonio documental. En este capítulo se examinan:

•	 Los modos de circulación en la era algorítmica
•	 La relación entre imágenes generadas por IA y la desinforma-

ción
•	 Usos activistas, tácticas de resistencia y tensiones éticas
•	 Los retos para la memoria y la preservación digital en con-

textos institucionales y sociales.

La argumentación combina evidencias empíricas, auditorías algo-
rítmicas y estudios de caso, incluyendo ejemplos en América Lati-
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na, para proponer medidas técnicas, curatoriales y educativas que 
mitiguen los riesgos sin inhibir usos legítimos y creativos de la ima-
gen (Huszár et al., 2022).

La circulación algorítmica de imágenes invita a un examen crítico 
de la relación entre visibilidad, poder y ciudadanía digital. En este 
terreno, lo visual no es simplemente un registro, sino un recurso 
político y cultural que se disputa entre actores diversos. El análisis 
debe preguntarse hasta qué punto la arquitectura técnica condi-
ciona la deliberación democrática, y cómo fomentar prácticas so-
ciales y educativas que amplíen la pluralidad visual.

1. La circulación de imágenes en la era algorítmica
Las plataformas digitales ya no son meros canales: condicionan 
lo visible mediante ranking y recomendaciones. Un estudio expe-
rimental masivo en Twitter mostró cómo la cronología vs el feed 
personalizado cambia radicalmente la exposición a contenidos 
políticos; los autores documentan que la personalización procura 
distintos grados de amplificación a actores según espectro político 
(Huszár et al., 2022). Estos hallazgos indican que la legitimación 
visual (qué imágenes se ven y se comparten) depende tanto de la 
arquitectura algorítmica como de las prácticas sociales de interac-
ción (Guess et al., 2023).

Así mismo, las imágenes políticas viajan con rapidez cuando se co-
difican en formatos meméticos: recortes, subtítulos y remix que 
condensan marcos interpretativos en una sola instancia visual (Hal-
versen & Weeks, 2023). Las investigaciones sobre memética mues-
tran que la misma fotografía puede adquirir significados opuestos 
en distintas comunidades en línea, y que la multimodalidad (ima-
gen + texto) es clave para comprender la resonancia política de un 
meme (Dynel, 2021).

Por otro lado, la amplificación algorítmica y la viralidad memética 
crean ecosistemas interpretativos donde la prueba fotográfica pier-
de su carácter incontestable y la evidencia visual es re-interpretada 
por contextos comunitarios (Huszár et al., 2022). Para investigado-
res y profesionales de la comunicación la consecuencia es doble: 
1. Urgencia de auditorías algorítmicas y estudios de visibilidad; 2. 
Necesidad de alfabetización visual que enseñe a leer imágenes en 
contexto (Guess et al., 2023).



61

FOTOGRAFÍA, IMAGEN E INTELIGENCIA ARTIFICIAL: DEL DAGUERROTIPO A LA ERA DE LOS ALGORITMOS

Como resultado, la fotografía sintética y las prácticas de desinfor-
mación plantean un dilema ético central: cómo proteger a la socie-
dad de manipulaciones maliciosas sin coartar la libertad creativa 
y expresiva. La invitación es a discutir mecanismos institucionales 
que equilibren innovación tecnológica y responsabilidad social, re-
conociendo que la erosión de la confianza visual afecta tanto a la 
política como a la memoria colectiva.

2. Fotografía con IA y desinformación
Los modelos generativos han alcanzado un grado de realismo que 
permite fabricar escenas fidedignas y atribuir acciones a personas 
públicas; la literatura técnica revisada muestra una carrera entre 
generación y detección (Tolosana et al., 2020). Revisiones recientes 
describen el panorama de detección: conjuntos de datos (FaceFo-
rensics++, DFDC), métricas, y límites prácticos de los detectores en 
condiciones reales (Yu et al., 2021; Qureshi et al., 2024).

De esta manera, la emergencia de imágenes sintéticas (deepfakes y 
otros contenidos generados por IA) no sólo multiplica la capacidad 
técnica de falsificar escenas; altera también el ecosistema episte-
mológico que sostiene la credibilidad de la fotografía como prueba 
y testimonio. Cuando la posibilidad real de manipulación se gene-
raliza, la imagen deja de ejercer automáticamente la función de 
evidencia y pasa a ser objeto de sospecha, un giro que afecta a la 
percepción individual, a la práctica periodística y a la legitimidad de 
las instituciones públicas. (Bray et al., 2022).

De modo que, las imágenes generadas con IA muestran un poten-
cial ambivalente: pueden ser instrumentos de manipulación, pero 
también armas simbólicas para los movimientos sociales. La región 
latinoamericana ofrece ejemplos donde la creatividad ciudadana 
compensa limitaciones estructurales y desigualdades informativas. 
Es necesario reflexionar sobre cómo estas imágenes pueden con-
tribuir a la memoria colectiva y a la justicia social, sin desplazar 
testimonios humanos imprescindibles.

3. Activismo, resistencia y memoria
Desde 2023 se han documentado campañas globales que emplean 
imágenes generadas por IA para sortear moderaciones (contenido 
gráfico sensible) y para producir iconografías que aglutinan apo-
yo; un caso paradigmático fue la campaña viral 'All Eyes on Rafah' 
(mayo 2024), donde una imagen AI-generated fue compartida por 
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millones en Instagram para visibilizar la crisis (Time, 2024). Aunque 
no latinoamericano, este caso muestra la lógica de la producción 
simbólica AI-made en la esfera pública.

Con respecto a América Latina, informes y auditorías muestran 
usos híbridos: desde deepfakes y ataques dirigidos (imágenes se-
xualizadas en campañas contra mujeres candidatas) hasta prácticas 
creativas de apropiación donde colectivos usan IA para reconstruir 
memorias o denunciar violencia (Alcántara‑Lizárraga & Jima‑Gon-
zález, 2024). La región combina una elevada vulnerabilidad infor-
mativa con creatividad política: ejemplos en Brasil y México ilustran 
tanto abusos como innovaciones comunicativas.

Por otro lado, la tensión ética es patente: las imágenes AI-made 
pueden aumentar la visibilidad de causas (efecto protesta simbóli-
ca) pero también pueden sustituir o blanquear testimonios visua-
les necesitados para la justicia (Gortázar, 2024).

En síntesis, el desafío patrimonial de la fotografía algorítmica no se 
limita a la preservación técnica, sino que interpela a las institucio-
nes sobre su misión cultural. ¿Qué implica archivar imágenes sinté-
ticas como parte de la memoria pública? ¿Cómo garantizar diversi-
dad, autenticidad y accesibilidad? Estas preguntas invitan a diseñar 
estrategias curatoriales innovadoras y colaborativas que aseguren 
el valor cultural de la fotografía en la era de los algoritmos.

4. Imaginarios colectivos y patrimonios digitales
Las colecciones institucionales deben re-pensar qué significa 'ar-
chivo' cuando las imágenes son tanto sintéticas como genuinas. Es 
imprescindible almacenar no solo el fichero sino su metadato de 
procedencia: fecha, autor/autora (o proceso generativo), prompt, 
modelo, versión y certificado de procedencia (C2PA). Estudios téc-
nicos y pilotos de implementación muestran que los esquemas de 
metadatos (C2PA / Content Credentials) son viables para crear ca-
denas de custodia, pero requieren políticas institucionales claras 
(C2PA, 2025); Collomosse et al., 2024).

Por lo que se refiere a los archivistas, enfrentan problemas concre-
tos: 1. Identificación automática de contenido sintético; 2. Priori-
zación (¿qué conservar?); 3. Preservación técnica de metadatos y 
contextos digitales; 4. Sesgo introducido por herramientas de in-
gestión automatizada que favorezcan ciertos idiomas o regiones. 
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Investigaciones proponen sistemas híbridos (IA para indexación + 
revisión humana) y protocolos legales/éticos que garanticen diver-
sidad y derechos (NARA, 2022).

En el contexto latinoamericano, estos retos se amplifican por la fra-
gilidad de las infraestructuras digitales, la falta de políticas nacio-
nales de preservación y la escasa interoperabilidad entre archivos 
públicos y privados. No obstante, emergen iniciativas relevantes en 
universidades y museos que experimentan con herramientas de 
curaduría algorítmica crítica, buscando equilibrar eficiencia tecno-
lógica con diversidad cultural y memoria colectiva.

Finalmente, reflexionar sobre el archivo digital en tiempos de IA 
implica reconocer que preservar no es solo conservar bits, sino sos-
tener el tejido simbólico y ético que da sentido a las imágenes. Las 
fotografías (reales o generadas) conforman el imaginario colectivo 
de una época; su gestión responsable determinará cómo las gene-
raciones futuras entenderán el presente. De ahí que el archivo del 
siglo XXI deba concebirse como un espacio de diálogo entre huma-
nos y algoritmos, donde la transparencia, la trazabilidad y la justi-
cia cognitiva sean principios rectores para construir una memoria 
verdaderamente inclusiva y verificable.

Conclusiones generales
La convergencia entre la fotografía y las tecnologías de inteligen-
cia artificial redefine tanto la naturaleza de las imágenes como su 
función pública. Primero, constatamos que la arquitectura de dis-
tribución (feeds algorítmicos, recomendaciones) determina hoy 
la legitimidad visual: no es sólo qué imagen se produce sino qué 
imagen es amplificada por sistemas socio-técnicos (Huszár et al., 
2022; Guess et al., 2023). Esa reconfiguración de la visibilidad tie-
ne efectos políticos concretos: la viralidad memética y la lógica de 
la interacción reorganizan agendas y marcos interpretativos, am-
pliando la capacidad de unos agentes para imponer lecturas frente 
a otros (Halversen & Weeks, 2023; Dynel, 2021).

En segundo lugar, los modelos generativos han reducido la fron-
tera entre creación y falsificación: la disponibilidad de imágenes 
fotorrealistas (deepfakes, sintéticos) obliga a replantear la confian-
za en la evidencia visual. La literatura técnica y empírica muestra 
una dinámica de “gato y ratón” entre generación y detección, y 
apunta a límites prácticos de la detección automática y humana en 
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condiciones reales (Tolosana et al., 2020; Qureshi et al., 2024; Bray 
et al., 2022). El riesgo no es sólo la circulación de imágenes falsas, 
sino la erosión generalizada de la confianza (cuando la sospecha de 
falsedad se convierte en herramienta estratégica para deslegitimar 
imágenes auténticas) (Bray et al., 2022).

Tercero, la región latinoamericana muestra tanto vulnerabilidades 
como respuestas innovadoras. En varios procesos electorales y 
movilizaciones recientes se documentaron usos de IA con fines de 
desinformación, ataques de género y manipulación comunicativa, 
pero también prácticas de resistencia que emplean imágenes ge-
nerativas para visibilizar causas y sortear moderaciones de plata-
formas (International IDEA, 2025; DFRLab, 2024). Esto sugiere que 
la respuesta pública debe combinar regulación proactiva, capaci-
dad investigativa (auditorías independientes) y políticas de apoyo a 
la alfabetización visual para población y profesionales.

Cuarto, en términos de patrimonio y memoria, la emergencia de 
imágenes sintéticas demanda un cambio en las prácticas curato-
riales: los repositorios deben conservar no sólo la imagen sino su 
cadena de procedencia, incluyendo prompts, modelos, versiones 
y certificados de contenido (Content Credentials), para sostener la 
autenticidad y la trazabilidad en el largo plazo (C2PA, 2025; Bushey, 
2023). Los esquemas técnicos (C2PA) son viables, pero requieren 
marcos institucionales, recursos y criterios claros de priorización 
que tengan en cuenta diversidad lingüística, derechos culturales y 
desigualdades digitales (NARA, 2022).

Con base en lo anterior, se proponen cuatro líneas estratégicas:
1. Transparencia y auditoría: las plataformas deben facilitar da-

tos para auditorías independientes y mecanismos de rendi-
ción de cuentas; la investigación debe priorizar estudios de 
visibilidad (Huszár et al., 2022; Metzler & Garcia, 2024).

2. Provisión de credenciales de contenido (provenance): im-
plantar y exigir Content Credentials / C2PA para archivos ge-
nerativos e incentivar su adopción por parte de plataformas 
y editoriales (C2PA, 2025).

3. Políticas curatoriales inclusivas: las instituciones de memo-
ria deben actualizar criterios de adquisición, preservación y 
acceso, incorporando metadatos de generación, evaluación 
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de riesgos y mecanismos de revisión humana (Bushey, 2023; 
NARA, 2022).

4. Educación y práctica profesional: formar periodistas, archi-
vistas y ciudadanía en alfabetización visual, verificación de 
imágenes y lectura contextual; apoyar laboratorios de veri-
ficación y redes regionales en América Latina (Guess et al., 
2023; Dynel, 2021).

Finalmente, la gobernanza de las imágenes en la era algorítmica 
debe ser interdisciplinaria: técnica (detección, metadata), norma-
tiva (leyes y estándares), institucional (museos y archivos) y cívica 
(educación pública). Sólo articulando estas dimensiones será po-
sible proteger la función pública de la fotografía, como evidencia, 
como memoria y como campo de disputa simbólica, sin sofocar 
las posibilidades creativas y de protesta que la inteligencia artificial 
también habilita (International IDEA, 2025; Tolosana et al., 2020).
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